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Our results are the first in the setting of infinite-dimensional Gaussian measures and Gaussian
processes. They (1) elucidate many theoretical properties of Optimal Transport; (2) have important
consequences for the mathematical foundations of Gaussian process methods in machine learning.

We have obtained many results on the geometry of infinite-dimensional

Gaussian measures, Gaussian processes, and infinite-dimensional positive definite operators in the
framework of Optimal Transport and Information Geometry. These include

(1) Explicit mathematical formulas for many quantities of interest involved, including entropic
regularized Wasserstein distance, regularized Kullback-Leibler and Renyi divergences, and
regularized Fisher-Rao distance. These can readily be employed in algorithms in machine learning and
statistics.

(2) Extensive theoretical analysis showing in particular dimension-independent sample complexities
of the above regularized distances and divergences. These provide guarantees for the consistency of
finite-dimensional methods to approximate them in practice. Moreover, we show explicitly that the
regularized distances and diyer?ences possess many favorable theoretical properties over exact ones,
with implications for practical algorithms.
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Geometrical methods have become increasingly important in Machine Learning and
Statistics and other application domains, including Computer Vision, Signal

Processing, and Brain Computer Interfaces. Many geometrical methods are based on the
mathematical theories and techniques of Riemannian Geometry, Information Geometry, and
Optimal Transport. Most of the current literature focuses on finite-dimensional methods.
Among these are methods for the finite-dimensional manifolds of symmetric, positive definite
(SPD matrices and Gaussian densities on Euclidean space, which play a central role in
statistics, machine learning, and numerous practical applications.

This project aims to generalize the finite-dimensional geometrical methods for SPD matrices
and Gaussian densities on Euclidean space to the setting of infinite-dimensional positive
definite operators, infinite-dimensional Gaussian measures, and Gaussian processes.

There are several key techniques that we employ to obtain the mathematical formulations
for the infinite-dimensional setting

(1) Regularization: this includes entropic regularization for the setting of Optimal
Transport and covariance operator regularization for the setting of Information
Geometry. In the Information Geometry setting, we show that regularization is key
to proper, well-defined distances/divergences and the corresponding geometrical
structures. In both settings, regularization leads to many favorable theoretical
properties, including dimension-independent sample complexities for finite-
dimensional approximation methods.

(2) For the application of the abstract framework of Gaussian measures on infinite-
dimensional Hilbert spaces to the Gaussian process setting, the methodology of
reproducing kernel Hilbert spaces (RKHS) plays a crucial role. In particular, we
introduced the concept of cross-covariance RKHS operators, which is new in the
literature (to the best of our knowledge).

We have obtained many results on the geometry of infinite-dimensional Gaussian measures,
Gaussian processes, and infinite-dimensional positive definite operators in the framework of
Optimal Transport and Information Geometry. These include

(1) Explicit mathematical formulas for many quantities of interest involved, including
entropic regularized Wasserstein distance, regularized Kullback-Leibler and Renyi
divergences, and regularized Fisher-Rao distance. These can readily be employed in
algorithms in machine learning and statistics.

(2) Extensive theoretical analysis showing in particular dimension-independent sample
complexities of the above regularized distances and divergences. These provide
guarantees for the consistency of finite-dimensional methods to approximate them in
practice. Moreover, we show explicitly that the regularized distances and divergences
possess many favorable theoretical properties over exact ones, with implications for
practical algorithms.
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