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In recent years, research into deep learning methods called recurrent neural
networks, especially transformers such as BART, has progressed, and their excellent performance has
been proven. Here, we consider written sentences in natural language as time-series data with an

order, and process this as input data. We attempted to process written response data from 120K
common test trial surveys conducted in 2017 and 2017, from character recognition to automatic
scoring using Bart, all at once. Our collaborative research group achieved an average agreement rate

of 96% and a minimum of 93% in real-world operations without the manual training wheels used in
conventional scoring systems. Additionally, by using a huge amount of data containing 60K questions
for each question, we gained new knowledge about the sample size required for deep learning.



76

CRASE

KBS

(authentic)

Jess (Ishioka, 2006)

2005 2 Y ahoo! 2006
2007 2
2011
2016
100
NTCIR( ) 13 (QALab-3)
11 2017 12
GMAT
1998 e-rater 2006 IntelliMetric

PEG Project Essay Grade IEA Intelligent Essay Assessor

Vigilante(1999)

ETS
Leacock & Chodorow (2003) ETS c-rater
Pulman & Sukkarieh (2005)
(e-rater)
10
90

Wikipedia



€y

GMAT

@

®

¢y

@

®

(4)

Web

PDCA

2017 2018

Al

LSTM

93

CGl

RNN

RNN

LSTM

96

Al

Web

2018



25

0.29

120

80

0.059

N—hZzFA

4 DDIR

FE%

I

2

R

5]
2

AR EFEETT
96%hH\—3K

I

I

oo I B2 18

I

»@Eﬂﬂma

=P
2

X

=

B,

VAR,

% |UA

B | &

&
—

(T]|—=|.
L

L[+

| VSOBBMPR

Al

12

Duolingo Award for IMPS 2021

35

28

SMASH22 Winter Symposium,

AIED



3 3 3 0

Nguyen, H.T., Nguyen, C. T., Oka, H., Ishioka, T. & Nakagawa, M. LNCS 13639
Handwriting recognition and automatic scoring for descriptive answers in japanese language 2022
tests
International Conference on Frontiers in Handwriting Recognition, ICFHR 2022 274-284

DOl
Bo Wang, Billy Dawton, Tsunenori Ishioka and Tsunenori Mine 20th
Optimizing Answer Representation using Metric Learning for Efficient Short Answer Scoring 2023
Pacific Rim International Conference on Artificial Intelligence (PRICAI) 236-248

DOl

9 1 0
N.T.Hung, N.T.Cuong, ,
35 s

2021

Oka,H., Hung,N.T., Cuong,N.T., Nakagawa,M., Ishioka,T.

Short answer scoring of the trial test for Japanese Common University Entrance Examination,

IMPS, Duolingo Award

2021




Wang,B., Ishioka,T., Mine,T.

Automated Short Answer Grading with Rubric-based Semantic Embedding Optimization

SMASH22 Winter Symposium

2022
, , N.T.Hung, N.T.Cuong,
19 , 124-125.
2021
N.T.Hung, N.T.Cuong, ,
28 , E3-5,
2022

Hung Tuan Nguyen, Cuong Tuan Nguyen TUAT), Haruki Oka UTokyo), Tsunenori Ishioka The National Center for University
Entrance Examinations , Masaki Nakagawa TUAT

Fully automatic scoring of handwritten descriptive answers in Japanese language tests

PRMU2021-32, 45-50.

2022




Ishioka, T.

Al-based+ Automated Short-answer Scoring System

Digital World 2020

2020

, vol. 120, no. 344, A12020-15, pp. 7-12

2021

Ung, H. Q., Nguyen, C. T., Oka, H., Ishioka, T. & Nakagawa, M.

Visual constraints for generating multi-domain offline handwritten mathematical expressions

IEICE technical report, PRMU2021-69, pp. 54-59.

2022

( (@GD)) 2020

157




(Nakagawa Masaki)

(10126295) (12605)
(Mine Tsunenori)

(30243851) (17102)
(Suyari Hideki)

(70246685) (12501)
(Miyazawa Yoshimitsu)

(70726166) (82616)




