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In recent years, black-box differential equation models such as neural
ordinary differential equations have been attracting much attention. Because such models do not
admit symbolic representations, it is difficult to investigate their properties, including the
existence of conservation laws.

In this study we constructed a data-driven method that finds conserved quantities for black-box
differential equation models. More precisely, conserved quantities are modeled by neural networks,
and the neural networks representing the conserved quantity are trained so that the model accuracy
is improved when the black-box model is modified so that this quantity is conserved. We numerically
confirmed that conservation laws can be certainly extracted from various differential equation

models using this method. We developed a statistical method for the analysis of structural changes
in networks.
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