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Sample size problem in view of information geometry
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We assume that the parametric model does not include the true distribution.
The proximity of the distribution closest to the true distribution in the model (Information
Projection) to the predictive distribution obtained by substituting the maximum likelihood estimator
for the parameters (Estimative Density) was measured using the Kullback-Leibler divergence, and its
expected value, i.e. risk was used to study the asymptotic behavior. We studied the asymptotic
behavior of the risk; 1) the risk was asymptotically expanded to quadratic order of the sample size,
and 2) the relationship between divergence and Bayes error rate was obtained. Using the results, 3)
we succeeded in establishing certain criteria for the sample size required for a given model.
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