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The recent advancements in Al were triggered by convolutional neural
networks surpassing existing methods in the image classification contest. This study focuses on
convolutional sparse representations, which approximate images using a sum of convolutional filters
and their coefficients. Here, "sparse"” means that the number of filter coefficients contain many
zeros as possible. If the approximation accuracy is the same, a higher sparsity is considered to
better representation of image features. In this study, we examined the application of distributed
compression coding and convolutional neural networks and have achieved results superior to
conventional methods.
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