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To develop machine learning models capable of fast learning for temporal
information processing, we constructed advanced machine learning models by employing the reservoir
computing framework and evaluated the computational performance of the proposed models. We proposed
advanced reservoir computing models through an introduction of feature extractions with resampling
and filtering, an expansion of multi-reservoir computing models, a utilization of online learning
methods inspired by transfer learning, and an exploitation of a reservoir consisting of
heterogeneous computational units, and then demonstrated that the proposed methods are effective for

enhancement of the computational performance and/or improvement in computational efficiency.
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