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Recent biological experiments have reported that both neurons and synapses
in the brain are stochastic. They continue to show seemingly random internal dynamics even during
the animal’ s realization of precise and reliable responses and learnings. It has been a
long-lasting question of why these random dynamics allow us reliable leanings. In this project,
combining experimental and theoretical approaches, we tackled the problem. We revealed
characteristic features of engram cells in the hippocampus by introducing a method that has been
developed in the context of machine learning. Also, we succeeded in proposing a novel learning
algorithm, named dual-sampling neural network, in which fully stochastic dynamics of neurons and
synapses realize reliable learning. Numerical simulation of the network showed that the learning
algorithm could reproduce various experimentally reported features of the cortical circuit.
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Dual stochasticity in the cortex as a biologically plausible learning with the most efficient coding
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