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The importance of extracting diverse academic knowledge from vast amounts of

academic literature data that leads to new discoveries and problem-solving has been recognized. In
this study, with the aim of supporting the extraction and discovery of useful knowledge from
large-scale academic literature data, we conducted research on the fundamental methodology for
constructing pre-trained language models from large-scale hypertext data that considers the network
structure of academic literature data. As research results, we developed a technology for
constructing pre-trained language models from large-scale academic literature data based on the
citation relationships between documents in the form of hypertext data, as well as a technology for
supporting the extraction and discovery of useful knowledge from large-scale academic literature
data using pre-trained language models.
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