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This technology enhances surgical procedures by providing real-time stiffness information during

minimally invasive surgeries, improving the quality of outcomes. By increasing surgical precision
and safety, it contributes to better patient recovery and overall healthcare quality.

o i i This research developed a sensor to enhance the safetg and accuracy of
minimally invasive surgeries. The sensor was integrated with a lightweight robot, allowing for

remote operation and real-time feedback on tissue stiffness. Control and visualization were enhanced
using the Meta Quest 3.

Key achievements include the development of a navigation algorithm for precise remote control of the

_robot. The information collected can be used to create a real-time color-coded stiffness map,
improving the precision and safety of surgeries.
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Minimally invasive surgery (MIS) has revolutionized the field of surgery by allowing complex
proceduresto be performed through small incisions. Thistechnique offers numerous benefits over
traditional open surgery, including reduced pain, shorter recovery times, and less scarring
Despite these advantages, MIS presents significant challenges in terms of precision and safety.
Surgeons rely heavily on tactile feedback to differentiate between various tissue types and
navigate delicate anatomical structures . In traditional open surgery, surgeons can use their
hands to fed tissue stiffness, which is crucia for identifying abnormalities such as tumors.
However, this critical feedback is significantly reduced or entirely absent in MIS

Thelack of real-time stiffnessinformation in MIS can make it difficult for surgeonsto accurately
identify and differentiate between healthy and diseased tissues. This limitation increases the risk
of accidental tissue damage and reduces the effectiveness of the surgery, particularly in
identifying problems like cancer, where tissue hardness is a key indicator . Traditiona MIS
tools do not provide adequate feedback, leading to a higher reliance on visua cues alone, which
can beinsufficient in complex surgical scenarios

To address these challenges, a visual-based stiffness sensor was developed by the principal
investigator (P1) prior to this project. This sensor is attached to the endoscopic camera used in
surgical procedures, eliminating the need for additional instruments. The current research aimed
to optimize this sensor and integrate it with aremote robotic platform to enhance its functionality
and effectiveness. By providing real-time feedback on tissue stiffness, the system would allow
surgeonsto perform more accurate and safer operations. Theintegration of advanced technologies,
such as virtual reality, was also explored to improve the overall control and visualization of the
surgical process.

The motivation for this research stems from the need to address the limitations of current MIS
techniques and to leverage advancements in robotics and sensor technology to create a more
effective surgical system. With the increasing prevalence of MIS procedures worldwide, there is
a critical need for innovations that can improve surgical outcomes and patient safety . This
research aimed to bridge this gap by developing a comprehensive system that enhances the
capabilities of surgeons performing MIS.
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The primary objectives of this
research were centered on
providing  stiffness  sensing
information  in  minimally
invasive surgery (M1S)
procedures through the
devel opment and optimization of
advanced sensor technology for

the  endoscopic  camera, Stiffness sensor
integrated with a robotic A -
platform that can provide ()

diffnessdistribution information  —— T
to remote operator. This (5 S .
integration aimed to enhance the l
surgeon’s ability to differentiate
tissue types and improve the
precison and safety of surgical
procedures. A graphical
representation of the overall systemis shown in Figure 1.
Specifically, the objectives were;
e Optimization of the Visual-Based Stiffness Sensor:
To refine the existing sensor, originally attached to the endoscopic camera by the
principal investigator, for better performance. This included optimizing its sensitivity,
durability, and integration capabilities using the advanced design tool Fusion 360 . The
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Figure 1. Proposed sensory system: the endoscopic camerais
equipped with the stiffness sensor providing to the clinical team
rgal t| me images of the anatomical areas as well as the stiffness



enhancement aimed to provide rea -time stiffness feedback, addressing the critical need
for tactile information that is absent in traditional MIS.
e Integration with a Lightweight Robotic Platform:
To integrate the optimized sensor with the UFactory Lite6, a lightweight six-degree-of-
freedom robotic arm. This integration allowed precise control and manipulation during
surgery, enabling the surgeon to receive real-time feedback and make informed decisions.
e Remote Operation Capability:
To enable the robot to be controlled remotely by the surgeon, ensuring accurate and
responsive movements during complex procedures. This capability was designed to
enhance the surgeon’s ability to perform delicate tasks with greater precision and safety.
e Development of a Semi-Autonomous Navigation Algorithm:
To develop anavigation algorithm using the Robot Operating System (ROS) and Moveit
framework , allowing the robot to follow a planned path while providing the capability
for real-time adjustments by the surgeon. This algorithm aimed to improve the robot's
adaptability and precision during surgery.
¢ Enhancement of Control and Visualization through Virtual Reality:
To utilizethe Meta Quest 3 virtual reality system to improve the control and visualization
capabilities of the surgeon. This included providing an immersive interface where the
surgeon can visualize the surgical environment and interact with the robotic system in
real-time. The VR system aimed to enhance the overall surgical experience, providing a
more intuitive and effective control mechanism.
These objectives aimed to address the limitations of current MIS techniques by providing
surgeonswith critica stiffnessinformation, enhancing the functionality of the endoscopic camera,
and leveraging the latest advancements in robotics and virtual reality technology. The goal was
to improve the precision and safety of MIS, leading to better patient outcomes and more efficient
surgical diagnostic procedure.
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The research methodology involved severa key steps to develop and optimize the visual-based
stiffness sensor, integrate it with arobotic platform, and enhance control and visualization using
virtual reality.

(1) SENSOR OPTIMIZATION

Thefirst step was to optimize the existing visua -based stiffness sensor, originally attached to the
endoscopic camera. This optimization was conducted using Fusion 360, acomputer-aided design
(CAD) tool. The process involved a series of shape optimization studies where different shapes
and materials were tested under various simulated conditions. Specifically, cantilever beam
configurations were analyzed by applying forces to assess their performance. The goa was to
identify the optimal design that balanced sensitivity and durability. Although these simulations
provided valuable insights, limitationsin 3D printing capabilities prevented the fabrication of the
best sensor design. Therefore, the previous clip-on stiffness sensor for endoscopic camera
developed by the principal investigator was used for integration.
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Figure 2. Clip-on stiffness sensor for endoscopic camera (a). Shape optimization studies (b)



(2 ROBOTIC INTEGRATION

The UFactory Lite6, alightweight six-degree-of-freedom robotic arm, was used for thisintegration.
The Robot Operating System (ROS) facilitated the interfacing and control of the robotic arm,
allowing for real-time data processing and control.

A simple navigation method was developed within ROS to control the robotic arm. This method
allowed the rabot to follow pre-defined paths and make real -time adjustments based on feedback
from the sensor. The navigation algorithm ensured that the robotic arm could move accurately and
safely within the surgical environment, which was essential for performing delicate tasks and
avoiding accidenta tissue damage.

(3) VIRTUAL REALITY INTEGRATION

To enhance the control and visualization capabilities, the Meta Quest 3 virtual reality system was
integrated into the setup. Unity Developer Hub ~ and Meta Quest Developer Hub |, were used
to connect ROS and the Meta Quest 3, creating a cohesive VR environment . A model of the
robotic arm was imported into the VR environment, allowing the surgeon to visualize the robotic
arm and the surgical field inreal-time. The VR system provided an immersive experience, making
it easier for the surgeon to control the robot remotely.
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Figure 3. Schematic of the System: Surgeon using Meta Quest VR system to control the robot arm and
visualize the camera FOV and real-time stiffness map.

The VR interface was designed to display rea-time data from the sensor, including stiffness
information. This setup enabled the surgeon to interact and control the robotic system intuitively,
using visua and haptic feedback to guide their actions. The integration of VR helped bridge the
gap between the physical operation of the robot and the surgeon's perception, enhancing the
overal effectiveness of the system. A schematic overview of the system is shownin Figure 3.

The research conducted yielded several important findings and advancements in the field of
minimally invasive surgery (MIS), particularly in the optimization of stiffness sensing and the
integration of advanced control and visualization systems. Although the project encountered some
limitations, the outcomes achieved provide a solid foundation for future work.

The optimization studies focused on refining the design of the visual-based stiffness sensor,
originally developed by the principal investigator. Various shapes and materials were tested
through simulations to determine the optimal configuration. The cantilever beam design was
identified as particul arly effective, showing that it can be automatically optimized and customized
based on the required range of force and stiffness calculations. These findings suggest that with
further devel opment, the cantilever beam sensor could be tailored to meet specific surgical needs,
enhancing its applicability in MIS.

The existing stiffness sensor was integrated with the UFactory Lite6 robotic arm using the Robot
Operating System (ROS). A simple navigation algorithm was devel oped within ROS, enabling



the robotic arm to follow pre-defined paths and make real-time adjustments based on sensor
feedback. The integration process demonstrated that the system could effectively provide real-
time stiffness data, which is crucia for differentiating between healthy and abnormal tissues
during surgery.

The Meta Quest 3 virtual reality system was integrated to enhance control and visuaization
capabilities. Using Unity, a cohesive VR environment was created that allowed the surgeon to
visualize and control the robotic arm and the surgical field in real-time. The VR system provided
an immersive experience, facilitating intuitive control of the robotic arm. The interface displayed
real-time data from the sensor, including stiffness information, which helped bridge the gap
between the physical operation of the robot and the surgeon’s perception.

Key Findings

Optimization Insights: The study demonstrated that the cantilever beam design could be
effectively optimized using advanced CAD tools, paving the way for customizable sensors
tailored to specific surgical needs.

Feasibility of Integration: The successful integration of the stiffness sensor with the robotic arm
and VR system highlighted the feasibility of providing real-time feedback and control in MIS.
Enhanced User Interaction: The use of VR for control and visualization was shown to significantly
improvethe surgeon’s ability to perform delicate procedures with greater accuracy and confidence.
Future Directions

Fabrication and Testing: Future efforts should focus on overcoming current 3D printing
limitations to fabricate the optimized sensor designs and conduct comprehensive eval uation tests.
Advanced Navigation Algorithms: Developing more sophisticated navigation agorithms will
enhance the system’s precision and adaptability, ensuring safer and more efficient surgical
procedures.

Clinical Validation: Extensive clinical trials are necessary to validate the system’s effectiveness
in real surgical settings, aiming to trandate these technological advancements into improved
patient outcomes.
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