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Critical systems such as autonomous driving and medical applications require robust machine learning
algorithms. This research paves the way to better algorithms that will allow for such applications
to become a reality.

Here, | proposed to tackle the robustness of DNNs by evaluating and
improving the internal representation learned by DNNs. Regarding the evaluation of the internal
representation of DNNs, we discovered that the transferability of features links to robustness to
adversarial attacks. In other words, the better the transfer of features the better the robustness
to adversarial attacks. We also proposed K-spectrum which can evaluate and visualize multiple layers

of DNNs together in a graph, allowing for easy inspection of how their shapes are in
multi-dimensional space. Regarding the improvement of the internal representation of DNNs, we have
developed as described in the proposition a GAN based system to improve the network robustness. The
system outperformed the state-of-the-art and is being submitted to a journal now.

Results of this research were published in journals and proceedings, more than 13 articles in total.
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Current Deep Neural Networks (DNN) are known to possess many vulnerabilities which
make their application to many fields unsafe. In my past work, the One-Pixel Attack, it was
revealed that even very small changes are able to change the classification of DNNs. Many
defenses have been proposed, including Adversarial Training, however, all of them have the
same vulnerabilities.

In our last investigations, it was understood that the problem lies in the fact that DNNSs focus
on the texture rather than the shape in their representation. Generative Adversarial
Networks (GAN), however, learn to encode, decode as well as transform images and are
known to learn internally complex models of the input that goes beyond texture.

Here, 1 proposed to tackle the robustness of DNNSs by evaluating and improving the internal
representation learned by DNNSs.

Investigation of DNN'’s features and representation as well as improving the representation
of DNINs with GAN based systems, aiming to increase their robustness.

Regarding the evaluation of the internal representation of DNNSs, we discovered that the
transferability of features links to robustness to adversarial attacks. In other words, the
better the transfer of features the better the robustness to adversarial attacks. We also
proposed K-spectrum which can evaluate and visualize multiple layers of DNNSs together in
a graph, allowing for easy inspection of how their shapes are in multi-dimensional space.
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Above figure illustrates one of the key results.

Regarding the improvement of the internal representation of DNNs, we have developed as



described in the proposition a GAN based system to improve the network robustness. The
system outperformed the state-of-the-art and is being submitted to a journal now. An
automatic search mechanism for robust networks were also implemented to give insight into
what constitutes robust DNNs and check if we can find robust ones.

Moreover, we also find out a novel paradigm (SyncMap) which outperformed all methods of
the state of the art and defines learning by the equilibrium of dynamical systems. The system
was shown to be adaptive and robust to all problems tested.
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