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Construction of acoustic model on small training data for dysarthric speech
recognition
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The goal of this research is to build a dysarthric speech recognition system
as a communication tool for dysarthric people. One of the challenges of this research is that it is
difficult to collect a sufficient amount of dysarthric speech for training the speech recognition

model. In this study, we studied model training methods using transfer learning to use a large
amount of normal speech and self-supervised learning to use spontaneous speech of dysarthric people,
which is relatively easy to collect. In this study, we proposed multi-step transfer learning, and
we proposed a method combining pseudo-labelling and self-supervised learning. We confirmed both of
our proposed methods showed better performance than conventional methods.
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