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In this study, we constructed deep neural network models that can acquire
the correspondence between self and other body with mirror neurons as well as imitation ability. To
overcome the discrepancy in appearance between the self and the other when viewed from a
first-person perspective, the shared module of the model first acquires the spatial representation
of the environment as well as the spatial representation of the body, i.e., body image, through
predictive learning. In the shared module of the model, the superposition of the self and the other,

i.e., the acquisition of a shared body image of the self and the other, is achieved, and at the
same time, mirror neurons and imitation ability are acquired. In addition, we extended the model to
include body extension and the acquisition of viewpoint transformation and perspective taking.
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