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This research increased sample efficiency and lowering the computational complexity for online
robotic behavior generation, where “ big-data” is not available and systems need efficient
generalization from few observations.

Further, the models can be valuable for understanding brain (dis-)functions.

The conducted work explored working memories (WM) for Al systems.

By learning to manipulate content in a visual WM instead of learning to represent the content
directly, an improved generalization performance to unlearned situations could be achieved: The
developed model is able to control a robot to manipulate previously unseen objects in a block
stacking scenario that requires goal- directed planning. Generalization was tested for new colors of
objects and applied textures. Further, the concept of content-agnostic information processing was
extended to the context of proprioception and language generation.

Results show that the introduced working memory modules result in hierarchical organization of
internal representations of learned models without imposed explicit supporting constraints. As a
further result, supporting evidence for an improved task performance of models utilizing a certain
class of memory connectivity for repetition/counting tasks could be found.
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1. WHEBAA S WO &
The aim of the project is the implementation of brain like intelligence for robotic systems
based on two kinds of motivation: firstly, the extension of the state of the art of current robotic
applications in real world environments (RG1), and secondly, to reveal the evolutionary
developed strategies of the brain to cope with complex and variable environments (RG2).
Remarkable developments in the machine learning community, i.e. in the field of Deep
Learning (DL), allow the application of learning methods to a wide range of complex
regression and classification tasks. Nevertheless, for “Big Data” - a large amount of training
data is necessary to allow for a good generalization performance. Prominent example tasks
are sequence-to-sequence learning, image classification, or feature space compression.
Particularly the application of those learning architectures in interactive systems and for
online learning is limited as the availability of training samples is restricted.
From the perspective of the gain of knowledge for the neuroscience community, insights from
Deep Learning are limited as well:

(1) Current models employ many layered processing levels that are difficult to relate to

the brain substrate with respect to the processing speed.
(2) In many cases the designed machine learning models a treated as a black box as the
brain itself.

From the opposite point of view, models based on findings in neuroscience are hard to
implement on a big scale and on real-world scenarios due to their complexity, like spiking
neuronal networks or detailed simulations on the neuronal information transmission.
For the conducted project we referred to recurrent neuronal networks (RNNs) [1,2] as a
compromise in the abstraction between complexity and modeling details. RNNs have been
widely used in neurorobotics studies to investigate temporal organization in temporal
prediction of sensorimotor tasks. RNNs form attractors that store previously perceived /
presented patterns but pose the problem that attractors are slow to learn, knowledge transfer
over longer periods of time is difficult and generalization is challenging as the predictions
tend to converge to the previously seen patterns.
Prior works (e.g. [3, 4]) show the remarkable ability to allow goal-directed planning and to
self-organize the utilization of a simple buffer as visual working memory, in the course of
end-to-end learning. For the experiments, the models were trained on sequences consisting
of visual and proprioceptive data of goal directed actions of a robot.
Without imposing specific constraints on the functionality of the attention and buffer
modules of the model, end-to-end learning was applied. During learning, the model was
trained to predict the visual and proprioceptive signals of the respective next time-step, such
that after the training phase, it can be used as a predictive sequence generator. In the case
of a closed-loop configuration, the initial state of the model determines following predictions
of the successive time steps, additionally, probabilistic sampling of the initial state and/or
hidden states can be introduced. Goal-directed planning can be conducted by presentation of

a desired goal state at a later time-step in combination with a back-propagation of error



signals that relate to the mismatch between the predicted and desired goal state at the final
time step. It was shown that as a result of learning, the robot's dynamic visual attention
follows the manipulated objects in the representation of the visual stream and the visual
buffer of the model is utilized for temporary storage of unattended content in the visual
images.

It is crucial to note that the aforementioned functionality of the modules is not predefined,
but rather organizes itself in the course of learning the regeneration of exemplar sequences.
Based on the results of the discussed studies, the conducted work continued this line of
research and tried to explore and extend the limits of the model in terms of generalization

capabilities.

2. WHEDHM

The core idea of the project involves a learning system that does not predict future states of
the environment and its own actions directly, it rather learns a manipulation sequence of an
initial state of the environment. By preference for the manipulation of content over the
sensory predictions directly, an improved generalization of the system to new situations is
expected. Figure 1 conceptualizes the implemented system in a bio-inspired context. The
prediction of sensory sensations and generalization of motor signals is based on a combined
prediction by the central pattern generator and the current representations in the working
memory (WM). The working memory is based on two separate modules, first a static memory
that lives in the sensory space, and a second memory that is able to manipulate the content
of the working memory. Manipulation can be initiated by a gating process that attends some
specific features in the WM and an optional update of the PFC. The PFC itself is limited to
the manipulation of its own data through transformations. The transformed data can then
be transferred back to the WM for later use and used by the system to generate sensory
predictions.

As an example case, assume the system is trained with complex object manipulations. The
system can represent manipulations like rotations of objects as transformation functions of
the memory.

This is beneficial as the parameterization of the

transformation (i.e. object becomes larger) remains
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The implementation of the model is based on the predictive coding type deep visuomotor
recurrent neural network model (P-DVMRNN) as proposed in [3,4]. The model is extended
by an attention mechanism that introduced a unified representation of focal (high-
resolution, i.e. attended) and peripheral (low-resolution, i.e. unattended) areas in the visual
stream. Additionally, a second visual memory in the space of attended vision is introduced
as the previously described dynamic memory structure. The model is differentiable and can
be trained by state-of-the-art gradient descent methods like the Adam optimization
technique. The functionality of the WM 1is supposed to emerge during training due to
restrictions of the connectivity. The prediction of the sensorimotor signals and control
signals for gating and fusion operations is performed by stacked (convolutionary) LSTM
cells. The memory modules are implemented as stationary buffers as in [4]. For the
conducted research, the transformation of the dynamic memory is based on a predefined
transformation, i.e. affine transformations. Open future work includes the aim for the
extension of these transformations to learned parameterized functions and self-

organization.

4. WFZERCR

(1) Core Results

The conducted research revealed that even though earlier models show good generalization
capabilities in their learned domain, they fail in case it is applied for planning tasks in which
strong deviations in the visual appearance are present.

When testing these models on previously unseen objects, they show the behavior to fall back
to their internal learned attractor dynamics, with manifests in morphing unfamiliar visual
appearances of novel objects into previously seen ones.

My research showed the developed concept of content-agnostic information processingis able
to overcome this limitation and to allow the model to perform generalization in an extended
domain (details in [5]).

This project demonstrated that it is possible to apply a learned manipulation sequence to
objects with arbitrary visual appearances. The model developed a way to create two spatially
distributed representations, including (1), the visual appearances of objects, and (2), the
executed sequence of manipulations on them.

It is important to note, that the representations of the visual appearances of objects are
manipulated in a modality-specific manner, and by content-independent transformation
functions. The executive control of (2), on the other hand, is performed by a generation of
task-specific but modality-independent modulations of the internal pathways of the model
and the parameterization of the image transformations of (1).

This novel representation of goal-directed actions for planning has drastic consequences on
the efficiency of the representation of learned tasks, as manipulation of objects can be learned

independently from the representation of content.



(2) Further outcomes that are not published yet (in preparation)

The concept of content-agnostic information processing has been further extended to the
context of proprioception and language generation.

Results show that the added working memory modules to network architectures result in
hierarchical organization of internal representations of learned models without imposed
explicit supporting constraints. As a further result, supporting evidence for an improved task
performance of models utilizing a certain class of working memory connectivity for
repetition/counting tasks could be found.

(3) Ongoing studies and future work

The project supported the development of tactile sensor devices, Figure 2(a-b), that are used
in an experimental setup involving a humanoid robot. Integration and utilization are
currently being explored in a collaborative project at OIST. The aim is to use tactile feedback
in the predictive framework as elaborated above to facilitate inference of environmental
states and guidance of adaptation of generation of motor-primitives.

Further, a quadruped robot was designed and implemented (Figure 2¢) and is currently
prepared for experiments involving action planning through the developed active-inference
framework involving explicit working memory. The ongoing studies involve application
specific scenarios that highlight and stress the key features of the developed methods, namely
fast adaptation to novel and uncertain scenarios as well as data efficiency through superior
generalization due to content-agnostic information processing.

Figure 2: Tactile sensor device
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online-learning experiments.
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