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In this study, we aim to develop a high-precision technique for
reconstructing three-dimensional structures from two-dimensional images. To improve the accuracy of
three-dimensional reconstruction, we conducted researches in two directions: deep-learning-based
methods and methods based on Sparse-View. We analyzed the weaknesses of an existing learning model
X2CTGAN and improved the reconstruction performance by adding new projection constraints and a
rotational transformation, resulting in an increase in the SSIM score from approximately 0.6 to 0.8.

We will summary these results and submit them to an international conference.
Meanwhile, we also researched methods to reconstruct three-dimensional structures from Sparse to

Dense views, and successfully reconstructed in the Z-direction of CT images. The results have
already been published as a journal paper.
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2D-3D reconstruction has been widely used in automatic diagnosis, surgery navigation, and
radiotherapy planning for decades. In traditional methods, intraoperative 3D model was always
computed by deforming the preoperative 3D model [1]. However, large deformation and motion of
organs often occur during the surgery, making the conventional deformation models difficult to predict
the intraoperative 3D model precisely. On the other hand, vision-based 3D reconstruction that uses
many 2D images captured from multiple viewpoints, is nearly impossible in medical field because of
the limitations of surgeries.

Recently, as the rapid development of deep learning techniques, reconstructing 3D from fewer 2D
images, even singleimage, becomes possible. Thisthrowslight on 3D reconstruction for medical uses.
In theory, high accuracy can be obtained if only the training data are sufficient. Nevertheless, collecting
a great amount of 2D-3D data for training is nearly impossible in medical field. Therefore, how to
build alearning model which can realize correct 2D-3D reconstruction from a small size of database
isakey issuein thisresearch topic.

[1] M. Nakao, "Simulating Lung Tumor Motion for Dynamic Tumor-Tracking Irradiation”, |EEE
NSS/MIC, 2007.

The objectives of this study are to achieve (a) a precise not just approximate 3D volume model from
its corresponded 2D image, and (b) a solution for training data insufficiency in medical field.

3.1 Database and Data Augmentation

Our research is based on a publicly available LIDC-IDRI dataset [2], which consists of 3D CT
images. To increase the number and aso diversity of the training data, we applied rotational
transformations at 1° intervals on OY and OZ plane views of CT volume, with rotation angles
constrained in [-5°, 5°]. This process generated 121 rotated CT samples for each original CT scan.
With the augmentation skill, we can train the machine learning model even with asmall size database.
In our research, we selected CT scan from 102 subjects from the LIDC-IDRI dataset because these CT
scans are less noisy. Among the selected CT data, 90 scans are allocated for training and the other 12
scans are for testing.

3.2 Proposed 2D-3D Reconstruction Approaches

In this research, we pursued our objectives from two different directions. The first one islearning-
based-method, starting from a pretrained model call X2CTGAN [3], which reconstructs 3D CT scans
from biplanar 2D X-ray images. It achieved a performance score of 0.62 in terms of SSIM (structural
similarity index measure). In this previous work, both the reconstruction loss and vertical projection
lossrely entirely on the ground truth, and the biplanar 2D X-rays are commonly treated merely as raw
inputs for feature extraction and dimension transformation. These makes CT images focusing only on
general shape consistency and lacking interpretability of deep correlations between input and output
images. Moreover, correct 3D volume is difficult to be reconstructed due to the lack of information of
the input images. To solve these prablems, as shown in Fig.1, we simulated small positional offsets
that subjects may have during X-ray image acquisition and designed a rotational transformation
sampling grid during the data learning process. Meanwhile, we incorporated perspective projection



constraints into the process of reconstructing CT. This integration establishes a clearer relationship
between the input and output, maintaining their consistency. Moreover, we investigated how many
views of X-ray images is enough to reconstruct qualified CT scans, and also improved the
reconstruction performance by leveraging the rotation priors and new projection constraints. These
works were summarized recently, and we planned to submit them to international conferences.
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Fig. 1. The overview of our proposed approach.

The second direction is sparse-to-dense-view reconstruction. The basic idea is to create middle
views from two adjacent views, and finally fulfill the fully 3D reconstruction. This idea has been
proved in the application of reconstruction in the longitudinal direction of CT scans. This work has
been already summarized and published in ajournal.

[2] Armato 111, S.G., McLennan, G., Bidaut, L., McNitt-Gray, M.F., Meyer, C.R., Reeves, A.P, Zhao,
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scans. Medical physics 38(2), 915-931 (2011).

[3] Ying, X., Guo, H., Ma, K., Wu, J., Weng, Z., Zheng, Y.: X2ct-gan: reconstructing ct from biplanar
x-rays with generative adversarial networks. In: Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition. pp. 10619— 10628 (2019).

We improved a pretrained model X2CTGAN to realize the correct 2D-3D reconstruction by exploiting
new perspective projection constraints and rotational transformation. These works will be submitted
to international conferences.

We aso researched the sparse-to-dense 3D reconstruction; and applied it to an application which
reconstructed the information in the longitudinal direction of CT scans. Thiswork has been published
asajournal paper.
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