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Sequential Decision Making with Imperfect Information: An application of POMDP

Iwasaki, Atsushi

5,000,000

(FTRL) N

This work aims to develop an analytical method for sequential
decision-making under imperfect information. Specifically, we utilize a repeated game framework
under private monitoring, where each player cannot directly observe the actions of others. We seek
to determine the outcome (equilibrium) of such decision-making processes. First, we analyze the
problem using the replicator-mutator dynamics commonly used in evolutionary games and identify the
conditions under which Tit-For-Tat is replaced by Win-Stay, Lose-Shift. Next, we develop a
mutation-driven Follow-The-Regularized-Leader (FTRL) algorithm based on the structure of this
dynamics, and prove it handle N-player monotone games, which incluedes two-player zero-sum games and

Cournot competitions.
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