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Developing natural language understanding systems requires detailed analysis
and evaluation of the language understanding process. However, existing tasks have not ensured
sufficient accountability for systems® capabilities. This study focused on reading comprehension
questions and constructed a new dataset that enables detailed evaluation by testing the
understanding of the rationale in the question answering process. We used crowdsourcing to collect
rationale texts for the correct and incorrect answers of existing multiple-choice reading
comprehension questions, and then used the rationale information to create an auxiliary set of
multiple-choice questions that help us to determine whether or not a system correctly answers the
question, including the rationale in a consistent manner.



Jia and
Liang (2017)
(2]

when

when

ReClor (Yu et al., 2020)
600

1,860



GPT-3

1,406

davinci-003)

29

89.14%
61.66%

2000

GPT-3 (text-



4 3 1 4

Shinoda Kazutoshi, Sugawara Saku, Aizawa Akiko

Improving the Robustness of QA Models to Challenge Sets with Variational Question-Answer Pair 2021
Generation
Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 197-214
11th International Joint Conference on Natural Language Processing: Student Research Workshop
DOl
10.18653/v1/2021.acl-srw.21
Shinoda Kazutoshi Sugawara Saku Aizawa Akiko -
Can Question Generation Debias Question Answering Models? A Case Study on Question?Context 2021
Lexical Overlap
Proceedings of the 3rd Workshop on Machine Reading for Question Answering 63-72
DOl
10.18653/v1/2021.mrga-1.6
Saku Sugawara, Pontus Stenetorp, Akiko Aizawa 1
Benchmarking Machine Reading Comprehension: A Psychological Perspective 2021
Proceedings of the 16th Conference of the European Chapter of the Association for Computational 1592-1612
Linguistics: Main Volume
DOl
2023
29 2914-2919

DOl




29

2023




