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Machine learning models perform well when given precisely structured,
balanced, and homogenized data. However, when several jobs with incremental data are provided, the
performance of the majority of these models suffers. Inspired by the Complementary Learning Systems
(CLS) theory in neuroscience, episodic-semantic memory-based frameworks have received much attention

and research. Conventional methods are needed to perform data batch normalization and are sensitive
to vigilance hyperparameters across different datasets. | propose a Robust Growing Memory Network
(RGMN) that continuously learns incoming data without normalization and is unlikely to be affected
by the vigilance hyperparameter. The RGMN is a self-organizing topological network that models human

episodic memory, and its network size can grow and shrink in response to data. The long-term memory
buffer retains the largest and smallest data values that will use for learning.

Artificial Intelligence

lifelong learning topological map continual learning self organizing active learning
memory neural network cognitive robotics



The general success criterion for an artificial intelligence system is its ability to mimic human
brain learning. Throughout a lifetime, the human brain is capable of continual learning. The
acquired information is kept, augmented, fine-tuned, and utilized to complete new tasks in
the future. At the moment, machine learning models perform well when given precisely
structured, balanced, and homogenized data. However, when several jobs with incremental
data are provided, the performance of the majority of these models suffers. Inspired by the
Complementary Learning Systems (CLS) theory in neuroscience, episodic-semantic memory-
based frameworks have received much attention and research. On the other hand,
conventional methods are needed to perform data batch normalization and are sensitive to
vigilance hyperparameters across different datasets.

Humans have remarkable learning abilities and acquire knowledge gradually, which is an
essential feature of learning. Deep neural networks (DNNs) have demonstrated ex- ceptional
performance in many specific applications. However, it remains a critical difficulty for deep
learning, which entails learning several tasks simultaneously. A typical scenario is that DNN
gradually forgets previously learned knowledge while training on a new assignment. This
scenario is known as “catastrophic forgetting.” Furthermore, machine learning models are
often developed for stationary contexts in which the process of generating the data remains
steady throughout time. However, in many real-world circum- stances, the data is created by
evolving processes; therefore, the underlying probability distribution may shift, resulting in
a phenomenon known as concept drift.

I propose a Robust Growing Memory Network (RGMN) that continuously learns incoming
data without normalization and is unlikely to be affected by the vigilance hyperparameter.
The RGMN is a self-organizing topological network that models human episodic memory, and
its network size can grow and shrink in response to data. The long-term memory buffer
retains the most significant and minor data values used for learning. To evaluate the
performance of the proposed method, we conducted comparative experiments on real-world
datasets, and the results showed that the proposed method outperforms existing memory-
based baseline frameworks in terms of accuracy.

I propose a Robust Growing Memory Network (RGMN) to overcome the abovementioned
limitations. The proposed RGMN continually learns sensory data without normalization and
achieves comparable performance with conventional methods requiring normalization. In
addition, the RGMN is relatively robust to the vigilance parameter. The learning of RGMN
is stable across different datasets and achieves a similar performance regardless of the
setting of the vigilance parameter. The RGMN continually generates new nodes for encoding
data information and topological connections for associating nodes and encoding their
relationships to learn incoming data. To encode spatiotemporal information, the RGMN
learns the activation patterns of episodic memory nodes. The RGMN maintains network
stability and flexibility by continually producing nodes in the presence of novel data and
updating notes weights if the received data is similar to previously learned knowledge.
Figure 1 illustrates the overview of the Robust Growing Memory Network architecture. The
memory network receives data input from sensors and performs lifelong learning. Episodic
memory replay happens in the serial memory network when no sensory input feeds into the
networks.
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Figure 1: Overview of the proposed method

Lifelong learning is an essential yet intricate element of computational models and
autonomous agents. Despite tremendous progress in this area, existing models of lifelong
learning fall well short of biological systems in terms of flexibility, reliability, and scalability.
This paper proposes a Robust Growing Memory Network (RGMN) that models human
episodic memory for continually learning input data without normalization and robust
vigilance parameter setup. The RGMN constantly learns and responds to incoming input by
expanding and shrinking its memory structure in the networks. The proposed method has
been validated with several benchmark datasets and physical robot implementation for robot
navigation. Figure 2 shows the results on benchmark datasets. Figure 3 shows the real robot
and experimental environment. Figure 3 shows the physical robot and the experiment
environment. The results of actual robot implementation are shown in Figure 4 and Figure
5.
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Figure 2: The classification accuracy of non-normalized datasets
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Figure 3: Robot and experimental environment



(a) Robot navigation path
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(c) Semantic Memory Network
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Figure 4: Row (a) shows the robot’s path in different environments. Row (b) and (c) show the

topological map of the episodic-semantic memory network.
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Figure 5: (a) The quality of the generated topological map is evaluated with the TQE metric; the
lower, the better. (b) The localization accuracy of the memory networks for each traverse, the higher,

the better.
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