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Machine learning is one of the theories to construct the systems that can learn th

e data given from outside world like human brains. The algorithms of machine learning are divided into thr
ee categories such as supervised learning, unsupervised learning and reinforcement learning. In this resea
rch, we have investigated the dynamics of supervised learning and reinforcement learning and proposed some
improvements. (1) We have investigated the relation between the singular structure of the parameter space

of hidden Markov models and the trajectories of the learning dynamics. (2) We have proposed the reinforce

ment learning algorithm that can adapt to the changing environments and investigated the learning dynamics
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(2) Concurrent Q-Learning
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Detour Change of the number of steps
1000000 2
+ Conventional
= Proposal (maximum)

100000 L
Proposal (minimurm)

Proposal (direct]
10000 posal ( )

-
& N
: {
2 1000
£ 100
g [
10
1 T T
0 50 100 150 200 250 300 350 400
The number of episodes
1000000 . BN —R TR
100000 e = Now Update Trace
. st o _
& oo ; BEOBEENL—2
n 1000 ‘\.
1
X 100 : sy vy
10
1 T
0 100 200 300 400
IEY—FH

13 Relaxation

[1] Hagiwara, K., Neural Computation, 14,
pp- 1979-2002, 2002.

[2] Amari, S. and Ozeki, T., IEICE Trans.
Fundamentals, E84-A, 1, pp. 8, 2001.

[3] Amari, S., Park, H., Ozeki, T., Neural
Computation, 18, pp-1007-1065, 2006.

[4] Watanabe, S., Neural Computation, 13,
pp. 899-933, 2001.

[5] Fukumizu, K., The Annals of Statistics,
31(3), pp. 833-851, 2003.

[6] Ollington, R.B., Vamplew P.W.,Int. J.
of Intelligent Systems, 20, pp.
1037-1052,2005.

[71 Yamazaki , K., Watanabe,
S.,Neurocomputing,69, pp. 62-84, 2005.

3
(1) , , "Concurrent Q
Learning Relaxation 7,
, 13, pp. 9-14,
2013.

(2) Kazunori Murakami, Tomoko Ozeki,
“Improvement of the Relaxation
Procedure in Concurrent Q-Learning”,
Neural Information Processing Lecture
Notes in Computer Science, 8227, pp.
84-91, 2013.

(©)) “Concurrent
Q-Learning Relaxation 7,

112(480), pp. 209-213, 2012.

(1 ______, “Concurrent
Q-Learning
2014 3

(2) Kazunori Murakami, Tomoko Ozeki,
“Improvement of the Relaxation
Procedure in Concurrent Q-Learning”,

ICONIP2013, 2013 11 , Daegu,
Korea.
3 , “Concurrent
Q-Learning Sarsa, Q
? IBIS2012,2012 11
(4) , «
TD
7 , 2012 3
@
0ZEKI, Tomoko
@
©)



