(®)
2021 2023

Abstractive Neural Multi-document Summarization Considering Cross Document
Structure

Okumura, Manabu

13,200,000

(LLM)
LLM

(PLM)

In document structure analysis, that analyzes the relationships between
sentences, by utilizing large language models (LLMs), we proposed a method to imitate shift-reduce
operations through prompts. As a result of evaluation experiments, the proposed method achieved the
state-of-the art performance. In text summarization, we proposed a neural model that utilizes the
results of this document structure analysis. We confirmed that this contributes to improving
the performance of the summarization. We further proposed a method for enabling the model to
understand the summarization-specific information by predicting the summary length in the encoder
and generating a summary of the predicted length in the decoder in fine-tuning. We confirmed that
this also contributes to improving the performance.
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