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In this study, we Ffirst developed a feature selection algorithm using
integer optimization for the feature selection problem in canonical correlation analysis. The
feature selection problem contains the process of solving nonconvex and nonlinear integer
optimization problems, which are difficult to handle by an off-the-shelf optimization solver. We
also implemented a new branch-and-bound method for this integer optimization problem and confirmed
that the algorithm is about 100 times faster than existing solvers. Next, we proposed a formulation
for the problem of maximizing the distance between centers between two classes in high-dimensional
spaces, which appears in support vector machines and other applications. The maximization problem
has a nonconvex, nonconcave and nonlinear objective function, and is extremely difficult to optimize
for a general purpose solver. For this maximization problem, we developed an integer linear
optimization formulation.
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