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Our research project provides safe system verification and control approaches that are suitable for
managing safety-critical systems.

This research project studied safe control frameworks for semi-controlled
environments in which some disturbance may occur. The overall goal of the project is to develop safe
and efficient symbolic-structure-based control and verification techniques that are robust enough

to handle systems under some nondeterminism and uncertainties. Throughout the research period, we
developed efficient symbolic control algorithms for safety verification and control under temporal
logic specficiations, and demonstrated their performances by simulations on nonholonomic robots. We
studied a safe learning approach utilizing discrete symbolic structures. We also developed a moment
approximation method of a stochastic polynomial system, which can be used for system safety
verification.
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Symbolic control is a powerful controller synthesis approach as it can synthesize
correct—by—design controllers for complex specifications such as temporal logic, a
powerful language that can express not only traditional goals like stability and reach-
avoid (reaching a target while avoiding obstacles) but also more intricate requirements
such as the order of different tasks over time. One of the key strengths of symbolic
controllers is their correctness—by-design: if the synthesis algorithm generates a
controller, it’s mathematically proven that all behaviors of the controlled system
will meet the specified requirements. This makes symbolic control particularly suitable
for controlling safety-critical systems.

One major drawback of symbolic control is its scalability. Synthesizing a symbolic
controller for large systems with complex specifications can take several minutes or
even hours. Therefore, symbolic control is primarily suitable for offline controller
synthesis in stable and fully controlled environments. The approach struggles with
dynamic environments because it requires recomputation of new abstractions whenever
changes occur.

On the other hand, sampling-based and learning—based controllers are recognized for
their strong performance, especially in terms of adapting to changing environments

These methods utilize numerical sampling, often incorporating techniques like neural
networks, to determine appropriate control inputs. However, they can only offer
asymptotic guarantees: the likelihood of controller failure decreases to zero as the
number of samples increases indefinitely. The fact that these approaches are not
inherently correct-by—design raises concerns about safety and reliability, especially
for systems that are not fully deterministic. For instance, passengers may find it
difficult to trust autonomous vehicles if their actions cannot be guaranteed to be
safe.

2. WEDB

This research project focuses on developing safe control frameworks for semi—controlled
environments where disturbances can occur. The primary objective is to create robust
and efficient control and verification techniques based on symbolic structures. These
techniques are designed to handle systems that exhibit non—deterministic behavior and
uncertainties while ensuring safety.
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Fig. 1: Symbolic control framework

First, this research project investigates the symbolic control approach. As depicted
in Figure 1, symbolic control involves three primary steps: (1) constructing a discrete—
state system, known as a symbolic model, which abstracts the continuous—state systems
using approximate simulation, (2) solving the discrete control problem to derive a
control strategy, and (3) refining the control strategy to control the continuous—
state system. This method can synthesize controllers that are correct—by—design, making
it appropriate for controlling safety—critical systems. However, the main drawback of
symbolic control is its scalability.



Sampling algorithm (A)

part of
candidates states
of control to
b inputs Symbolic controller sample
Fig. 2: A motivating example of a simple path planning problem. synthesis algorithm (B)
The objective is to control the red car to avoid the green car. Fig. 3: Sampling-guided symbolic controller synthesis

Therefore, in this project, we studied a fast symbolic control synthesis approach that
leverages numerical samplings as guides. We proposed a heuristic method aimed at
reducing computation time. Figure 2 illustrates an example scenario: a problem to
control the red car to avoid colliding with the green car. Traditional symbolic
controller synthesis algorithms would typically construct a symbolic model across the
entire state space, resulting in all red and gray circles representing symbolic states

However, we may a smaller state space such as the part with red circles, from each of
which we have a suitable control input to control the red car to avoid the green car.
Building on this concept, we investigated sampling—guided symbolic control synthesis,
as depicted in Fig. 3. Our proposed method incorporates heuristic techniques and
reachability analysis, leading to a significant reduction in computation time.

4. WFIEERS

(1) We developed an efficient symbolic self-triggered control framework for non-
deterministic continuous—time non—linear systems without stability assumptions under
right-recursive LTL specifications. These specifications are more expressive than those
typically studied in previous work. We addressed two control objectives: a right-—
recursive LTL specification and a threshold for the average control signal length.
Apart from extending the class of specifications, we proposed a heuristic method to
shorten the computation time. Furthermore, we introduced a heuristic pruning algorithm
to speed up the computation time by disabling some control signhals based on expected
rewards in a Biichi automaton generated from the specification.

(2) We studied a safe learning approach utilizing discrete symbolic structures. Our
work focuses on minimizing undesired behaviors during learning without the need for
prior knowledge of the system. Specifically, we introduced dynamic shielding, an
enhancement of a model-based safe reinforcement learning technique known as shielding,
which integrates data—driven automata learning

(3) We developed a moment approximation method of a stochastic polynomial system, which
can be used for system safety verification. Our approach involves estimating the
moments of a stochastic polynomial system with finitely many states. This is achieved
using Carleman linearization with truncation to derive a finite—dimensional linear
system. We also investigated efficient online computation methods for implementing
this scheme, along with several error bounds for the approximation. To validate our
method, we conducted simulations on systems including a logistic map with stochastic
dynamics and vehicle dynamics affected by stochastic disturbances, demonstrating its
effectiveness
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