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Unsupervised learning of general-purpose 3D shape feature and its application to
analysis of minority 3D shapes
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In this research, we focused on establishing techniques for unsupervised
learning of general-purpose 3D shape features that can be applied to various types of 3D shape data.
Specifically, we proposed (1) an unsupervised feature learning algorithm applicable to 3D shape
data with diverse shape representations, (2) a novel DNN structure and its loss function for 3D
point cloud shape completion, and (3) a new DNN structure and its unsupervised learning method for
acquiring rotation-invariant 3D shape features. Through quantitative evaluations, we confirmed that
each of the proposed methods demonstrates higher analysis accuracy compared to conventional methods.
These research results are expected to improve the analysis accuracy of 3D shapes with a limited

number of samples (minority 3D shapes), which have previously relied on handcrafted 3D shape

features.
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FoldingNet [45] 67.4 18.1 20.0
Canonical Capsules [46] | 61.2 | 21.0 | 21.7
Point-BERT [47] 45.6 | 21.3 21.2
DNN MaskPoint [48] 40.5 17.9 18.6
Multi-crop cut-mix DCGLR [50] 76.7 19.6 27.6
PPF-FoldNet [12] 36.8 | 37.0 | 373
RIPT + SDMM (ours) 70.3 | 70.5 | 704
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Self-supervised learning of rotation-invariant 3D point set features using transformer and its
self-distillation
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