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Protecting the personally identifiable information encoded in speech
waveform is urgent for many SNS applications. Although there are quite a few deep-learning-based
methods trying to project or anonymize the speaker identity in speech data, their solutions are not
satisfying. The main contributions of this project can be summarized in three aspects. First, this
project proposed language-independent speaker identity anonymization using self-supervised learning
speech models. The proposed system was applied to both English and Mandarin data. Second, this
project proposed a new anonymization algorithm based on vector rotation. This alleviates the issue
of the k-anonymity anonymization in existing methods. Third, this project took the initiative to
anonymize a real large-scale speech database called VoxCeleb2 and investigated the utility and
privacy protection performance. The research outcomes were published in top journals and conferences

in the speech field.



When this project started, many users uploaded multi-media data to socia network software (SNS),
e.g., YouTube, Facebook, and Twitter. Meanwhile, there has been growing concern that attackers can
extract private information from the personal data hosted on the SNS or Internet. Thisled to
regulations such as GDPR in Europe and APPI in Japan.

However, privacy protection faced challenges, especialy in the case of speech data: 1) “Given the
diversity and ubiquity of applications that now capture, store and process speech signals, ... privacy
has no formal, legal definition” [1, sec.1]. 2) even if we narrow the definition of speech privacy to
speaker identity, i.e., the speaker’s voiceprint in a speech waveform, existing technologies were limited
in privacy, utility, and applications by then.
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Figure 1. Application of speaker identity protection system in the cyberspace

In amore formal definition, a system that protects the speaker identity in a speech waveform can be
described as a function F,:RT - RT that converts the input speech o,.r = (04,+-,07) € RT of
length T to an anonymized version 3,.; = Fy(0,.7). Ideally, no one can infer the speaker’s identity
from &,.. Meanwhile, the speech content in 0,.; stays closetothat in o,.¢. Thisideaisillustrated
in Figure 1. The system is also referred to as a voice anonymization system.
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an anonymizer, it produces the protected or anonymized speech with a neural source-filter (NSF)
waveform model. However, the existing method has a few limitations: 1) requires a language-
dependent ASR system, 2) uses a k-anonymity-like anonymizer that is limited in privacy protection
performance, and 3) considers only speaker identity and anonymization of a single speech waveform.

This project aims at better solutions to privacy protection in speech data with three goals:

Goal 1. Towardslanguage-independent
Most of the speaker anonymization systems require language-dependent modules, e.g., ASR for
English. This project aims at alanguage-independent system that can be applied to different languages.

Goal 2: New anonymization algorithm beyond k-anonymity

The standard way to anonymize the x-vector isto replace it with a pseudo x-vector, which is averaged
over n x-vectors randomly selected from the k farthest “neighbors” in the pool (n<k). This agorithm
tendsto produce similar pseudo x-vectorsfor different speakers[3], which degraded privacy protection
and hurt the quality of anonymized speech. This project aimsto define anew anonymization algorithm.

Goal 3: Beyond speaker identity in a sngle waveform

No study has tackled the task of anonymizing a whole speech database. Whether the anonymized
speech databaseis useful for downstream tasks remain unknown. Furthermore, anonymization of other
privacy information like gender is not well explored. This study aimsto fill the gap.



For goal 1, this project leavages the self-supervised learning (SSL) speech models [4] to replace the
ASR system. Although they are widely used in many fields, large-scale SSL speech models were new
topics at the time. Unlike alanguage-specific ASR, agood SSL model works across languages. This
project explored the use of an SSL model in the anonymization system. Experiments were done in
English and Mandarin.

For goal 2, this project investigates theoretical conditions that strike the privacy protection and utility
performance (i.e., the naturalness of the anonymized speech waveform). After that, this project
produces a novel agorithm that anonymizes the speaker identity through vector rotation. This
rotation is implemented using orthogonal matrices, which are further derived from the combination
of Householder transformation and DNNs. Both quantitive and qualitative analyses were done to
demonstrate the advantage of the proposed algorithm.

For goal 3, this project applies the proposed anonymization algorithm to anonymize the whole
VoxCeleb? dataset [5], which is widely used by the community but controversial because it contains
speech data from many celebrities. This project investigated the privacy protection performance of the
anonymized VoxCeleb2. Thisgoal isto make it more challenging to detect the original speakersinthe
VoxCeleb2. Meanwhile, this project applied the language-independent anonymization system to the
task of anonymizing the speaker’s gender.

Goal 1: Thisproject built agpeech anonymization system that is effective on both English
and Mandarin datasets.
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intelligible speech after anonymization. (left two). ( 2022 Odyssey).

The detailed results are presented at the ISCA Odyssey Workshop 2022 ( 2022, Odyssey). The
following work analyzed the anonymization across languages and proposed strategies to mitigate the
domain mismatch when applying the proposed system on a new language ( 2022, Interspeech).

\/ Goal 2: New anonymization algorithm beyond k-anonymity

While thework on goal 1 addressed the language issue, the anonymizer was inherited from the
conventional methods based on k-anonymity --- given an input x-vector, k-farthest neighbors in a
speaker pool areretrieved, and n out of the k x-vectors are randomly selected and averaged to produce
the anonymized x-vector.

This project empirically demonstrated that the k-anonymity-based anonymization algorithm is prone
to create pseudo speakers close to each other. This not only hurts the privacy performance when facing
astronger attacker ( ,2023, semi-informed attacker in Fig.6) but also degrades the diversity of
anonymized speakers in perception.
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Figure 5. Experiments in English and

Mandarin data demonstrated the strong privacy protection performance against all attackers, including
the strong semi-informed attackers. The WER and other utility metrics are not degraded. The detailed
results are published in atop |EEE journal ( ,2023).
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Goal 3. This project took the initiative to anonymize a whole speech database and
investigated the privacy and utility of the anonymized speech database.
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The detailed analysis, including additional analysis on fairness across speakers, is presented at the top
|EEE conference ( 2024 ICASSP).

Contributionsto theresearch community and the society

In addition to the research outcomes published in journals and conferences, this project aso
contributed to the Voice Privacy Challenges. Baseline systems of the Voice Privacy Challenges are
created and is publicaly available: https.//github.com/Voice-Privacy-Challenge/Voice-Privacy-

Challenge-2022.

The proposed anonyization system was also used in TV broadcasting to anonymize the voice of the
speakers. The codeis also publically released: https://github.com/nii-yamagishilab/SSL-SAS.

[1] A.Nautsch, et.al., The GDPR & speech data: Reflections of legal and technology communities,
first steps towards a common understanding. Proc. Interspeech, 3695-3699, 2019

[2] F.Fang, et.al., Speaker anonymization using X-vector and neural waveform models, Proc. SSW,
155-160, 2019

[3] P.Champion, Anonymizing Speech: Evaluating and Designing Speaker Anonymization Techniques,
PhD thesis, LIUM, France, 2023

[4] H.Mohamed, et.al., Self-Supervised Speech Representation Learning: A Review, |EEE Journal
of Selected Topicsin Signal Processing, 1179-1210, 2022

[5] J.Chung, et.al., VoxCeleb2: Deep speaker recognition, Proc. Interspeech, 1086-1090, 2018



3 3 3 3

Miao Xiaoxiao Wang Xin Cooper Erica Yamagishi Junichi Tomashenko Natalia 31

Speaker Anonymization Using Orthogonal Householder Neural Network 2023

IEEE/ACM Transactions on Audio, Speech, and Language Processing 3681 3695
DOl

10.1109/TASLP.2023.3313429

Srivastava Brij Mohan Lal Maouche Mohamed Sahidullah Md Vincent Emmanuel Bellet Aurelien 30

Tommasi Marc Tomashenko Natalia Wang Xin Yamagishi Junichi

Privacy and Utility of X-Vector Based Speaker Anonymization 2022

IEEE/ACM Transactions on Audio, Speech, and Language Processing 2383 2395
DOl

10.1109/TASLP.2022.3190741

Tomashenko Natalia Wang Xin Vincent Emmanuel Patino Jose Srivastava Brij Mohan Lal No? 74

Paul-Gauthier Nautsch Andreas Evans Nicholas Yamagishi Junichi 0O Brien Benjamin Chanclu

Ana?s Bonastre Jean-Fran?ois Todisco Massimiliano Maouche Mohamed

The VoicePrivacy 2020 Challenge: Results and findings 2022

Computer Speech & Language

101362 101362

DOl
10.1016/j .cs1.2022.101362

11 2 11

Xiaoxiao Miao, Xin Wang, Erica Cooper, Junichi Yamagishi, Nicholas Evans, Massimiliano Todisco,

Mickael Rouvier

Jean-Francois Bonastre, and

SynVox2: Towards a Privacy-Friendly VoxCeleb2 Dataset

ICASSP 2024

2024




Xiaoxiao Miao, Xin Wang, Erica Cooper, Junichi Yamagishi, and Natalia Tomashenko

Analyzing Language-Independent Speaker Anonymization Framework under Unseen Conditions

Interspeech 2022

2022

Paul-Gauthier Noe, Xiaoxiao Miao, Xin Wang, Junichi Yamagishi, Jean-Francois Bonastre, and Driss Matrouf

Hiding Speaker’ s Sex in Speech Using Zero-Evidence Speaker Representation in an Analysis/Synthesis Pipeline

ICASSP 2023

2023

Xin Wang

Tutorial on speaker anonymization (software part)

2nd Symposium on Security and Privacy in Speech Communication joined with 2nd VoicePrivacy Challenge Workshop

2022

Jean-Francois Bonastre, Hector Delgado, Nicholas Evans, Tomi Kinnunen, Kong Aik Lee, Xuechen Liu, Andreas Nautsch,
Paul-Gauthier NoE, Jose Patino, Md Sahidullah, Brij Mohan Lal Srivastava, Massimiliano Todisco, Natalia Tomashenko,
Emmanuel Vincent, Xin Wang, Junichi Yamagishi

Benchmarking and challenges in security and privacy for voice biometrics

2021 ISCA Symposium on Security and Privacy in Speech Communication

2021




Wang Xin

Two speech security issues after the speech synthesis boom

Speech Synthesis Forum, China Computer Federation

2021

Xiaoxiao Miao, Xin Wang, Erica Cooper, Junichi Yamagishi, Natalia Tomashenko

Language-Independent Speaker Anonymization Approach Using Self-Supervised Pre-Trained Models

Proc. Odyssey 2022 The Speaker and Language Recognition Workshop

2022

Wang Xin, Yamagishi Junichi

Estimating the confidence of speech spoofing countermeasure

ICASSP 2022

2022

Chang Zeng, Xin Wang, Erica Cooper, Xiaoxiao Miao, Junichi Yamagishi

Attention Back-end for Automatic Speaker Verification with Multiple Enrollment Utterances

ICASSP 2022

2022




Hemlata Tak, Massimiliano Todisco, Xin Wang, Jee-weon Jung, Junichi Yamagishi, Nicholas Evans

Automatic speaker verification spoofing and deepfake detection using wav2vec 2.0 and data augmentation

Proc. Odyssey 2022 The Speaker and Language Recognition Workshop

2022

Xin Wang, Junichi Yamagishi

Investigating self-supervised front ends for speech spoofing countermeasures

Proc. Odyssey 2022 The Speaker and Language Recognition Workshop

2022

Official page of VoicePrivacy:
https://www.voiceprivacychallenge.org/

Open-source baseline of VoicePrivacy 2022:
https://github.com/Voice-Privacy-Challenge/Voice-Privacy-Challenge-2022

Languange-independent speaker anonymization system:
https://github.com/nii-yamagishilab/SSL-SAS

Tutorial on speaker anonymization (software): https://colab.research.google.com/drive/1_zRL_f9iyDvl_5Y2RdakgOhYAl_5Rgyq
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