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The development of deep neural networks has been progressing rapidly and the evolution of speech
recognition systems has been incredibly fast. The study aims to provide researchers with ideas on
improving system security in light of the increasingly severe security issues.

In this Eroject, we carefully studied the principles of speech recognition
systems and researched all possible attack details. We summarized our findings in a review and
proposed methods for improving the front-end and back-end of speech recognition systems.

We expanded our research scope with a universal point of view. Similar attacks can co-exist in
speech-related systems, not just speech recognition systems. We also consider adversarial attacks as
particular noise, then combining traditional speech enhancement, modeling, and post-processing
methods in system development can sufficiently deal with this attack.

Top journals and conferences in the speech field accepted our achievements, such as Interspeech and
ICASSP. Above two years of research achievement have been introduced into two books (ISBN:

978-4-904020-26-5, 1SBN: 978-4-904020-28-9) by NICT and stored in the national library Kansai. These
efforts are our contribution to ensuring the security and reliability of Al systems.
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Nowadays, spoken dialogue systems have been widely used in our society. The automatic
speech recognition (ASR) module, as these dialogue systems' most natural human-
machine interface, is based on deep neural networks (DNNSs). The development of deep
neural networks has been progressing rapidly, from basic DNNs to end-to-end models, to
the popular self-supervised learning models in recent years, and now to the revolutionary
large language models (LLMs). However, DNN is known to be vulnerable to adversarial
examples (or attacks). This is a severe problem.

2. WEDOHB

The study of adversarial attacks on DNN-based speech recognition systems serves as a
starting point for our research, aiming to provide speech development researchers with
ideas on improving system security in light of the increasingly severe security issues
related to speech-based systems.

3. BRIk

Current academia is focusing on designing individual purposed perfect adversarial
attacks on Automatic Speech Recognition (ASR) systems while still sounding normal to
human listeners with the following focuses:

1. Black-box attacks: In black-box attacks, the attacker has limited or no access to
the internals of the target model, such as its architecture or weights. They craft
adversarial examples by exploiting the transferability of adversarial perturbations
across models or by querying the target model and using its output to estimate its
behavior.

2. Untargeted attacks: Adversarial attacks on speech systems can be categorized into
targeted and untargeted attacks. Targeted attacks aim to make the system produce
a specific, desired output, while untargeted attacks cause incorrect output without
a specific target.

3. Real-world applicability: Researchers are increasingly focusing on adversarial
attacks that can be effective in real-world settings, such as over-the-air attacks or
attacks robust to various environmental conditions like background noise.

These works studying individual threats are very important contributions to the
community. However, other substantial threats co-exist in real-world scenarios and
adversarial attacks. These attacks can compromise the integrity of machine learning
models and seriously affect critical applications, such as autonomous vehicles, healthcare,
and security systems.

In our proposed method, we propose a universal point of view on dealing with these
threats.

1. Defense of the whole system pipeline and taking adversarial audio as noise:
The speech recognition module is not isolated in the industry system pipeline.
Taking adversarial audio as a type of noise, we confirm that three traditional
methods can effectively deal with adversarial attacks: 1. Changing/detecting
front-end input signal (denoising, adding noise, or detect-then-reject), 2.
Changing models (tuning structure or retraining), and 3. Correct by back-end
language models. All these methods exist in current speech systems.

2. Extend to concerning the robustness of other speech-related models: Similar
to the adversarial attack, other substantial threats exist. (1) Deepfakes are
manipulated media, particularly images and videos, created using advanced



machine-learning techniques. Deepfakes can spread misinformation, manipulate
public opinion, and harm reputations, posing a severe threat to individuals,
organizations, and society. (2) Privacy leakage refers to unauthorized access or
disclosure of sensitive personal information, often resulting from inadequate data
protection measures or malicious activities. Privacy leakage can lead to identity
theft, financial loss, and damage to an individual's reputation. (3) Adversarial
attacks to other speech models: the same immediate impact as deepfakes or
privacy leakage, adversarial attacks on speaker recognition systems can still be a
significant threat.

4. WFIERLE

In the first year of this project, we carefully studied the principles of speech recognition
systems and researched all possible attack details. We summarized our findings in a
review and proposed methods for improving the front-end and back-end of speech
recognition systems. Our achievements were accepted by top conferences in the speech
field, such as Interspeech and ICASSP, as followings:

e We construct speech recognition systems with recent popular training toolkits and
neural network types (accepted in Journals and conferences, e.g., ICASSP2022).

e We did surveys for the current attack methods (accepted in Journal).

e We implement robust adversarial attacks using the Kaldi-based ASR systems
(accepted in SLT2020).

e We are also happy to see that this framework can be used to protect sensitive
speech content (accepted in LREC 2022).

e To defend against attacks, we find that adversarial audios are very sensitive.
Moreover, the feature of its spectrogram is very different from the human voice,
and it can be treated as a special kind of noise. We constructed speech
enhancement systems and studied their mechanism this year (accepted in Journals
and conferences, e.g., ICASSP2022).

In the project's second year, we discovered that attacks on speech recognition systems are
not only limited to the content of speech recognition but also involve more attacks related
to speaker attributes. Therefore, we expanded our research scope with a universal point
of view.

e We continued research on the front-end method about synthesized speech quality
estimation, signal-to-noise ratio estimation framework (accepted in conferences,
such as APSIPA2022, EUSIPC02022, and Interspeech2022), and back-end of the
language model, speech recognition/translation systems and other down-
streaming systems (accepted in Journals and conferences, e.g., JNLP,
International Journal of Asian Language Processing, Interspeech2022,
ICASSP2023).

e We participated in several privacy attack competitions, proposing our deepfake
detection (accepted by Interspeech2022). Moreover, we published our first
database following security protection law (O-COCOSDA2022).

e At the same time, we expanded our research from speech recognition systems to
spoken dialogue systems (accepted in Sigdial2022).

e We also studied the state-of-the-art modeling training method, self-supervised
training (accepted in Interspeech2022), and federated learning (accepted in
ICASSP2023).

Above two years of research achievement have been introduced into two books (ISBN:
978-4-904020-26-5, ISBN: 978-4-904020-28-9) by NICT and stored in the national
library Kansai.

These efforts have laid the foundation for further research to ensure the security and
reliability of Al systems.
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The international collaboration with China is based on NICT"s international collaboration activity in 2021. In 2022, we turn to Singapore
according to NICT"s rule.
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