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We developed (1) a dashboard to promote e-textbook activities, (2) cheating detection using learner
behavior analysis, (3) a feature representation learning method for highly expressive browsing logs,
(4) an ensemble learning method for anomaly detection, and (5) the generation of answer
explanations using LLMs. For (1), we developed a function to present information from e-textbooks
and confirmed that interaction between teachers and learners occurred via the dashboard. In (2), (3)
and (4), we worked on a wide range of topics, from the feature expression of learning behavior,
cheating detection and anomaly detection methods with a view to application to learning analysis.

For (5), we investigated LLM" s potential for recommendation generation, and obtained findings for
dashboard improvements.
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Contrastive learning

Contrastive learning for Reading behavior Embedding (CRE)
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Contrastive learning in two segments
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Tsubasa Minematsu and Atsushi Shimada, “ Can Learning Logs Be Useful Evidence in
Cheating Analysis in Essay-type Questions?” , The 12th International Conference on
Learning Analytics & Knowledge (LAK22)

Tsubasa Minematsu, Yuta Taniguchi and Atsushi Shimada, “ Contrastive Learning
for Reading Behavior Embedding in E-book System” , Artificial Intelligence in Education.
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“ Background Subtraction Network Module Ensemble for Background Scene Adaptation” ,
International Conference on Advanced Video and Signal Based Surveillance (AVSS2022)
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