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We proposed an online estimation method with uniform risk bounds for
discretely observed stochastic differential equations and examined this method by numerical
simulations. We gave convergence guarantees for stochastic mirror descent algorithms with biased and

dependent subgradients to apply them for quasi-log-likelihood functions. In addition, we derived

uniform estimates for the mixing of classes of stochastic differential equations, which make the

guarantees for stochastic mirror descent uniform in a class of stochastic differential equations.

ng uniform risk bounds of the proposed method in our study are obtained by the combination of these
iscussions.
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