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In this project, we investigated several engineering problems and
fundamental limits of their performances via conditional smooth Renyi entropies. We then derived
bounds on such limits of information-theoretic problems, e.g., variable-length data compression,
guessing problem, and task-encoding problem, via the entropies; these bounds characterize
operational meanings of the entropies. In addition, by transforming the smoothing operation to the
cutoff operation via majorization theory, we derived asymptotic expansions of various types of
smooth entropies. The derivations of these bounds and asymptotic analyses can be independently done,

and thus we established methods to analyze individual coding problems in a unified way.
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