
 

様式Ｃ－１９  

 

科学研究費助成事業（科学研究費補助金）研究成果報告書 

 

平成２４年 6 月 4 日現在 

 

 

 

 

 

 

 

 

 

 

研究成果の概要（和文）： 
意味解析の改良をねらい，文脈素性を用いる方法を実装することを主に研究した． 
また，意味解析モデルを実装するのにラベルなしデータがどのように有効かについても研究し
ました． これらの点に関して，注釈のない大規模コーパスを語クラスタモデルによりモデル化
し，識別学習モデルのための素性を抽出しました. 意味表現と自然言語文の同期モデルを学習
するために，forest-to-string 法を適用した． この問題に対し，我々は，機械学習および線
型計画法を用いて，法令条文の項(paragraph)の論理構造を 2段階で学習する新しい枠組みし示
した． 

研究成果の概要（英文） 

 The main goal of our research is to implement the method of using contextual features 
for improving semantic parsing problems. We also study how unlabeled data could help to 
implement semantic parsing model further.   As a result, we exploited word-cluster models 
to model a large un-annotated corpus, to extract features for discriminative learning 
models. In addition, we also introduce a novel semi supervised learning model for semantic 
parsing with ambiguous supervision.  We applied the forest-to-string method for learning 
the synchronous model between semantic representation and natural language sentence.  We 
also present a novel two-phase framework to learn logical structures of paragraphs in legal 
articles using machine learning and integer linear programming.  
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１．研究開始当初の背景 
Recent works on semantic parsing are based 
on supervised machine learning approaches 
[ZET07][WON 07][KAT07][RE09][NGU08]. Like 

other works, our model [NGU08] is based on 
supervised learning model which needs a 
corpus of natural language sentences and 
its logical form. Those supervised 

機関番号：13302 

研究種目：若手研究（Ｂ） 

研究期間：2010～2011 

課題番号：22700139 

研究課題名（和文） 文から論理表現への文脈依存変換を学習するための半教師モデル    

研究課題名（英文） Contextual information and semi-supervised models for transforming 

sentence to logical form representation  

研究代表者 

グエン ミン レ（Nguyen Minh Le） 

北陸先端科学技術大学院大学・情報科学研究科・助教 

 研究者番号：30509401 



 

 

learning models have focused on parsing 
sentence in isolation.  Unlike those 
methods, [ZET09] considered the problem of 
learning to interpret sentence whose 
underlying meanings can depend on the 
context in which they appear. They have 
modified their previous model [ZET07] by 
introducing a hidden-variable variant of 
the perceptron algorithm.   

Poon and Domigos [POO09] have developed an 
unsupervised semantic parsing model using 
Markov Logic. Liang et al (2009) have shown 
a less supervision learning model that 
learns to correspond to semantic 
representation and natural language 
sentence. The significant of this approach 
is that we do not need human effort in 
annotating training data. In addition, the 
unsupervised learning models could attain 
the state of the art results on several 
domains such as Robocup, sport-casting, 
and weather forecast [LIA09]. However, the 
limitation of unsupervised models is that 
it depends on too much on the language 
domain. In addition, unsupervised models 
work well on simple (short) sentences and 
simple meaning representation, but it is 
difficult for dealing with complex 
sentences and meaning representation 
[LIA09]. 
 
２．研究の目的 
The purpose of this research aims at 
studying how well contextual information 
and unlabeled data are contributed to the 
performance of semantic parsing and 
natural language generation.   We also 
studied how contextual information could 
be adaptively applied for legal domain.  
  
３．研究の方法 
In this project, the main goal of our 
research is to implement the method of 
using contextual features for improving 
semantic parsing problems.  We also study 
how unlabeled data could be used to 
implement semantic parsing model further. 
As a result, we exploited word-cluster 
models to model a large un-annotated 
corpus, to extract features for 
discriminative learning models.  For 
semantic parsing, we designed a 
semi-supervised model to the problem of 
semantic parsing in ambiguous supervision. 
We incorporated word-cluster model to 
enrich feature space and kernel matrix for 
semantic parsing problems. In addition to 

investigate appropriate semantic parsing 
models for general domain, we study how we 
can exploit semantic parsing model to the 
legal domain.  The main problem is that a 
sentence in a legal domain is often long 
and complex. Multiple sentences within a 
paragraph are strongly related. We would 
like to utilize these relations within 
legal paragraph in order to exploiting 
semantic parsing. 
One of the important issues for 
transforming NL sentence to logical form 
representation is how to evaluate them. In 
the project we focus on applying textual 
entailment for evaluating natural 
language generation.  
  
４．研究成果 
(1) We performed the proposed 
semi-supervised learning models for 
various natural language applications 
including part of speech tagging, legal 
processing, and text summarization.  All 
the results are reflected that our 
semi-supervised model is effective.  
(2) We then apply it to the problem of 
semantic parsing that maps a nature 
sentence to a meaning representation.  
The limitation of semantic parsing is that 
it is very difficult for obtaining 
annotated training data in which a 
sentence corresponding with a semantic 
representation. We proposed a semantic 
parsing approach for ambiguous training 
data using maximum entropy model. The 
semi-supervised learning model as 
mentioned above is then used for ambiguous 
training data. Experimental results on the 
standard data showed that the proposed 
method efficiently works well on ambiguous 
data.  
(3) We have developed a semantic 
generation system, which used the 
contextual information to obtain an 
appropriate sentence forgiven a semantic 
representation.  We applied the 
forest-to-string method for learning the 
synchronous model between semantic 
representation and natural language 
sentence.  The multiple best outputs of 
the generation are obtained, and the 
appropriate one is selected using the 
contextual information with a re-ranking 
algorithm.  
(4) In addition, we also introduce a novel 
semi supervised learning model for 
semantic parsing with ambiguous 



 

 

supervision  The main idea of our method 
is to utilize a large amount of data, to 
enrich feature space for machine learning 
models using in the proposed semantic 
learner.  We empirically showed that 
word-cluster features obtained from 
unlabeled data, are effective for both the 
string kernel SVM method and the maximum 
entropy model.  A careful evaluation of 
the proposed models on standard corpora 
showed that our methods are suitable for 
semantic parsing.    
(5) One of the main goals I would like to 
achieve is to investigate current semantic 
parsing techniques to the legal 
domain. However, this adaptation task is 
not straightforward because legal 
sentences are often long and complex.  In 
some cases, we need to parse all legal 
sentences within a paragraph, to determine 
the meaning of each sentence. The goals of 
this task are recognizing logical parts of 
law sentences in a paragraph, and then 
grouping related logical parts into some 
logical structures of formulas, which 
describe logical relations between 
logical parts. We present a novel 
two-phase framework to learn logical 
structures of paragraphs in legal articles 
using machine learning and integer linear 
programming.  
(6) One of the important issues is the 
problem of recognition of textual 
entailment (TE). Our goal is to 
investigate this research direction for 
legal domain.  In this year, we have 
recently published the paper on 
recognizing textual entailments for both 
Japanese and Vietnamese. The main idea of 
our method is to apply machine-learning 
models in which rich linguistic features 
are investigated. In addition, we proposed 
to use multilingual features for our 
textual recognition models. The 
multilingual features are obtained by 
using a machine translation system to 
translate textual entailment data from 
other languages (such as English). We 
participated the shared task competition 
for Japanese (RET NTCIR-9RITE 2011) in 
this year and our team achieved the first 
rank.  
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