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We shows the efficacy of external knowledge base, helping Al in understanding up-to-date object
knowledge and being able to predict the future given a sequence of sparsely temporally-ordered
images. We showed the ability of generative Al when it is trained using limited number of training
data.

__This study gains the knowledge about cross-modality between vision and
language spaces. We built the knowledge base containing object"s visual appearance and corresponding

language description. We illustrated the efficacy of the collected knowledge base in enhancing the
ability of describing unseen objects and predicting the future.

We also explored new training paradigms of training generative adversarial networks under limited
and open-set dataset as well as GAN inversion. This 1llustrated the ability of training a generative
model when we cannot always harvest enough data to train a generative Al.
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Large language models (LLMs)-based image captioning has the capability of describing
objects not explicitly observed in training data; yet novel objects occur frequently,
necessitating the requirement of sustaining up-to-date object knowledge for open-world
comprehension.

We aim to build a highly effective image captioning method that can easily be adapted
to ever-changing object knowledge.

Instead of relying on large amounts of data and/or scaling up network parameters, we
introduce a highly effective retrieval-augmented image captioning method that prompts
LLMs with object names retrieved from external visual-name memory (EVCAP). We build
ever-changing object knowledge memory using objects’ visuals and names, enabling us
to (i) update the memory at a minimal cost and (ii) effortlessly augment LLMs with
retrieved object names by utilizing a lightweight and fast-to-train model

Our method involves two challenges: (1) building an external memory containing up-to-
date objects, and (2) building an effective LLMs-based model using retrieved object
names.

For (1), we first collect image-name pairs from the external data source where the
image can be either real or synthesized. After that, we encode these images into image
embeddings, which serve as keys in memory, and use their names as values.

For (2), we build a model consisting of three key components (Fig. 1): object name
retrieval to retrieve object’” names from the external memory by matching between
object’ s features and those in the memory; attentive fusion to eliminate redundant
objects’ names; and caption generation to prompt a pre-trained LLM using retrieved
object’ s names.

. s . o~ 2
“ R0 ﬁ g vir @ External Visual-Name Memory
! hiii%;.- -
. ) ; Q-Former !I

. — 4> Key: Image embeddmgs“‘* -
Pikachu  Moose Moose Helmet e . I:] I:] D
Q Value: Object names Pikachu Moose -+ Helmet
i L \Visual features , ~ ; O Object name features “A moose is
y i ViT O standing in
L + Customized - Large Language ___ the water
i Q-Former Q-Former (| Model with palm
t N 0O trees in the
[ ] background.”
(mmEem) mmEnnl | Linear Layer
Image query tokens Object name query tokens

@

Object Name Retrieval Attentive Fusion Caption Generation

Figure 2. Schematic of our proposed EVCAP. It consists of an external visual-name
memory with image embeddings and object names (upper), a frozen ViT and Q-Former
equipped with trainable image query tokens, an attentive fusion module developed by a
customized frozen Q-Former and trainable object name query tokens, and a frozen LLM
with a trainable linear layer (lower). The ViT and QFormer extract learned visual
features from the input image, which are then used to retrieve object names from the
external memory. These retrieved object names and learned visual features undergo
cross-attention in the customized Q-Former, creating refined object name features.
Finally, the object name features combined with visual features are fed into the LLM
post a linear layer for generating captions.



Our model, which was trained only on the COCO dataset, can adapt to out-of-domain
without requiring additional fine-tuning or re-training. Our experiments conducted on
benchmarks including COCO, Nocap, Flickr30k, and synthetic commonsense-violating data.
In comparison with SOTA methods, Table 1 details our EVCAP’ s performance on in-/out-
domain benchmarks and Table 2 shows the results on commonsense-violating data. These
results show that EV-CAP, with only 3.97M trainable parameters, exhibits superior
performance compared to other methods based on frozen pre-trained LLMs. Its performance
is also competitive compared to specialist SOTAs that require extensive training.

Table 1. Quantitative comparison against SOTA methods on three common image captioning
benchmarks. * denotes using a memory bank. We report the size of training data and
parameters; BLEU@4 (B@4), METEOR (M), CIDEr (C), and SPICE (S) scores on COCO test
set; C and S scores on in-domain, near-domain, out-domain and overall data of NoCaps
validation set; C and S scores on Flickr30k test set. Higher score is better. Bold
indicates the best results among compared methods, normal indicates the second best
results.

Training COoCo NoCaps val Flickr30k

Method Data | Para. Test In-domain Near-domain Out-domain Overall Test
B@4 M C S C S C S C S C S C S

Heavyweight-training models
VinVL [45] 8.9M 110M 382 303 129.3 23.6 96.8 13.5 90.7 13.1 87.4 11.6 90.9 12.8 - -
AoANet+MA* [16] Ccoco - 380 287 121.0 218 - - - - - - - - - -
NOC-REK* [40] CoCco 110M - - - - 104.7 14.8 100.2 14.1 100.7 13.0 100.9 14.0 - -
RCA-NOC* [13] Coco 110M 374 29.6 128.4 23.1 92.2 129 87.8 12.6 875 115 88.3 124 - -
ViECap [15] COCO  124M 272 248 92.9 18.2 61.1 10.4 643 9.9 65.0 8.6 66.2 9.5 479 13.6
InstructBLIP (1] | 129M 188M - - - - - - - - - - 121.9 - 82.8 -
OSCAR [26] 4.1M 338M 374 30.7 127.8 235 834 12.0 81.6 12.0 77.6 10.6 81.1 11.7 - -
BLIP [24] 129M 446M 40.4 - 136.7 - 1149 152 112.1 14.9 1153 14.4 113.2 14.8 - -
BLIP-2 25) 129M 1.2B 424 - 144.5 - 123.7 16.3 120.2 15.9 1248 15.1 121.6 15.8 - -
REVEAL¥ 5 [20] 1.3B 2.1B - - 1454 - - - - - - - 123.0 - - -
Lightweight-training models
MiniGPT4 [46] M 3.94M 380 296 129.6 234 99.0 14.8 106.9 153 110.8 149 108.8 15.1 78.4 16.9
SmallCap* [35] COoCco ™ 370 279 119.7 213 - - - - - - - - 60.6 -
ClipCap 29] COCo 43M 335 2135 113.1 21.1 84.9 12.1 66.8 10.9 49.1 9.6 65.8 109 - -
EVCAP* COoCo  397™ 41.5 312 140.1 247 111.7 153 119.5 15.6 116.5 14.7 119.3 1513 844 18.0
Specialist SOTAs

Table 2. Quantitative results on commonsense-violating data - WHOOPS dataset. EVCAP
(w/ WHOOPS) denotes EVCAP using the memory expanded by WHOOPS objects. The results
reveal the open-world comprehension ability and expandability of EVCAP.

Method B@4 M c S
Only pre-trained models

BLIP [24] (from [6]) 13 - 65 -
BLIP-2 [25] (from [6]) 31 - 120 -
BLIP-2 [25] (reproduced) 28 26.7 93.1 179

Finetuned models on COCO

MiniGPT4 [46] 242 267 848 182
BLIP [24] 229 250 793 17.1
BLIP-2 [25] 258 27.0 89.1 183
End-to-end trained models on COCO

EVCaApP 24.1 26.1 853 177
EVCaPr (w/ WHOOPS) 244 261 863 178

Figure 1 presents a comparison of captions generated by our EVCAP and three SOTA models
across three benchmarks.



COCO Test

GT: A green bus driving through a rural
area with trees in the background.
SmallCap: A bus driving down a street
next to trees.

MiniGPT4: A green bus is driving
down the street.

BLIP-2: A green bus driving down a
road with trees in the background.
EVCap: A green bus driving down a
road next to trees.

GT: Awoman in a blue top with
headphones and two cellphones.
SmallCap: A woman sitting in front of
a laptop computer.

MiniGPT4: A woman sitting on a
couch holding two phones

BLIP-2: A woman sitting on a couch
with two cell phones.

EVCap: A woman wearing
headphones holding two cell phones.

NoCaps Val

~

I

GT: The two guinea pigs are getting
dried off in a yellow towel

SmallCap: A person holding a small
animal in a towel.

MiniGPT4: Two small animals are
wrapped in a towel.

BLIP-2: Two guinea pigs wrapped in a
yellow towel.

EVCap: Two guinea pigs are wrapped
in a yellow towel

L i+ >
GT: A computer screen showing two
men sitting at a table.

SmallCap: Two men sitting at a table
with a laptop.

MiniGPT4: A laptop computer sitting on
top of a table

BLIP-2: A laptop computer with a
picture of two men on it.

EVCap: A laptop computer with a
picture of two men on the screen.

Flickr30k Test

GT: A very young child in a denim
baseball cap eats a green apple.
SmaliCap: A young boy holding an
apple in his hand.

MiniGPT4: A baby sitting in a high
chair eating an apple.

BLIP-2: A baby sitting in a white chair
eating a green apple.

EVCap: A toddler eating a green apple
while wearing a hat

GT: Two men are riding on a wooden
vehicle pulled by two donkeys.
SmallCap: A donkey pulling a cart with
aman in the background.

MiniGPT4: Two men riding on a
donkey in the dirt

BLIP-2: Two men riding a horse drawn
cart through a field.

EVCap: Two men riding in a cart
pulled by two donkeys.

Figure 3. Examples of captions generated by our EVCAP and three SOTA methods on COCO
test set, NoCaps validation set, and Flickr30k test set. GT refers to the Ground Truth
captions. Incorrect objects in captions are highlighted in red , while correct ones
are in blue . Our EVCAP correctly generates captions across different datasets, showing
performance comparable to BLIP-2.

To explore the influence of different LLMs decoders on our EVCAP, we experiment by
substituting Vicuna-13B with GPT2 and Vicuna-7B, as detailed in Table 3. Their
comparison also underscores the effectiveness of our method” s object name retrieval
and attentive fusion strategy.

Table 3. Analysis with different LLM decoders including GPT2, Vicuna-7B, and Vicuna-
13B. The results reveal EVCAP is effective when applying it in different LLM decoders.

Method LLM COCO test NoCaps val  Flickr30k test
C S C S C S
SmallCap [35] GPT2 1197 213 - - 606 -
ViECap [15) GPT2 929 182 662 95 479 13.6
EVCar GPT2 131.0 232 976 133 706 16.1
MiniGPT4 [46] Vicuna-7B 1194 235 108.7 157 739 17.2
InstructBLIP [11]  Vicuna-7B - - 123.1 - 824 -
EVCar Vicuna-7B 139.0 247 1168 153 827 18.0
MiniGPT4 [46] Vicuna-13B 129.6 234 1088 151 784 16.9
InstructBLIP [11]  Vicuna-13B - - 121.9 - 82.8 -
EVCar Vicuna-13B  140.1 247 1193 153 844 18.0

Though our method achieves notable performance, our method remains limitations. First,
EVCAP cannot retrieve all objects that appear in the given image due to the memory
coverage limits, leading to incomplete image descriptions. Second, our focus on object
representation restricts consideration of other crucial captioning elements, affecting
overall performance. Similar to all models trained with COCO dataset, EVCAP has
limitations in generating varied styles.



10 10 10 10

Duc Minh Vo, Hong Chen, Akihiro Sugimoto, Hideki Nakayama

NOC-REK: Novel Object Captioning with Retrieved Vocabulary from External Knowledge

2022

2022 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)

17979 - 17987

DOl
10.1109/CVPR52688.2022.01747

Rui Yang, Duc Minh Vo, Hideki Nakayama

10

Stochastically Flipping Labels of Discriminator’ s Outputs for Training Generative Adversarial
Networks

2022

IEEE Access

103644 - 103654

DOl
10.1109/ACCESS.2022.3210130

Hong Chen, Duc Vo, Hiroya Takamura, Yusuke Miyao, Hideki Nakayama

StoryER: Automatic Story Evaluation via Ranking, Rating and Reasoning 2022

Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing 1739 - 1753
DOI

Katsumata Kai Vo Duc Minh Harada Tatsuya Nakayama Hideki 1

Soft Curriculum for Learning Conditional GANs with Noisy-Labeled and Uncurated Unlabeled Data 2024

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV) 5311-5320

DOl
10.1109/WACV57701.2024.00524




Katsumata Kai Vo Duc Minh Liu Bei Nakayama Hideki

Revisiting Latent Space of GAN Inversion for Robust Real Image Editing 2024

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV) 5301-5310
DOl

10.1109/WACV57701.2024.00523

Katsumata Kai Vo Duc Minh Nakayama Hideki 1

Label Augmentation as Inter-class Data Augmentation for Conditional Image Synthesis with 2024

Imbalanced Data

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV) 4932-4941
DOl

10.1109/WACV57701.2024.00487

Li Jiaxuan Vo Duc Minh Nakayama Hideki 1

Partition-and-Debias: Agnostic Biases Mitigation via A Mixture of Biases-Specific Experts 2023

2023 1EEE/CVF International Conference on Computer Vision (ICCV) 4901-4911
DOl

10.1109/1CCV51070.2023.00454

Vo Duc Minh Luong Quoc-An Sugimoto Akihiro Nakayama Hideki 1

A-CAP: Anticipation Captioning with Commonsense Knowledge 2023

2023 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)

10824-10833

DOl
10.1109/CVPR52729.2023.01042




Yang Rui Vo Duc Minh Nakayama Hideki

Indirect Adversarial Losses via an Intermediate Distribution for Training GANs 2023

2023 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV 4641-4650
DOI

10.1109/WACV56688.2023.00463

Li Jiaxuan Vo Duc Minh Sugimoto Akihiro Nakayama Hideki 1

EVCap: Retrieval-Augmented Image Captioning with External Visual--Name Memory for Open-World 2024

Comprehension

2024 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)

DOl

9 0 9

Duc Minh Vo, Hong Chen, Akihiro Sugimoto, Hideki Nakayama

NOC-REK: Novel Object Captioning with Retrieved Vocabulary from External Knowledge

2022 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)

2022

Hong Chen, Duc Vo, Hiroya Takamura, Yusuke Miyao, Hideki Nakayama

StoryER: Automatic Story Evaluation via Ranking, Rating and Reasoning

2022 Conference on Empirical Methods in Natural Language Processing

2022




Katsumata Kai Vo Duc Minh Harada Tatsuya Nakayama Hideki

Soft Curriculum for Learning Conditional GANs with Noisy-Labeled and Uncurated Unlabeled Data

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV

2024

Katsumata Kai Vo Duc Minh Liu Bei Nakayama Hideki

Revisiting Latent Space of GAN Inversion for Robust Real Image Editing

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV

2024

Katsumata Kai Vo Duc Minh Nakayama Hideki

Label Augmentation as Inter-class Data Augmentation for Conditional Image Synthesis with Imbalanced Data

2024 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV

2024

Li Jiaxuan Vo Duc Minh Nakayama Hideki

Partition-and-Debias: Agnostic Biases Mitigation via A Mixture of Biases-Specific Experts

2023 1EEE/CVF International Conference on Computer Vision (ICCV

2023




Vo Duc Minh Luong Quoc-An Sugimoto Akihiro Nakayama Hideki

A-CAP: Anticipation Captioning with Commonsense Knowledge

2023 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR

2023

Yang Rui Vo Duc Minh Nakayama Hideki

Indirect Adversarial Losses via an Intermediate Distribution for Training GANs

2023 1EEE/CVF Winter Conference on Applications of Computer Vision (WACV

2023

Li Jiaxuan Vo Duc Minh Sugimoto Akihiro Nakayama Hideki

EVCap: Retrieval-Augmented Image Captioning with External Visual--Name Memory for Open-World Comprehension

2024 1EEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)

2024







