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In this research, we advanced a novel machine learning paradigm based on
dynamical equations without optimization. Its high-dimensional, adaptive, and robust results
highlight its potential for next-gen Al. Key achievements include enhancing SyncMap®s stability,
leading to Symmetrical SyncMap published in Physica D, and addressing high dimensionality with
Magnum, published in Neurocomputing.

Additional explorations integrated Reservoir Computing (RC) into SyncMap, with a review paper
accepted by IEEE Access and a new RC method proof of concept. Furthermore, we established a
foundation for image recognition and classification with SyncMap, showing promising, data-efficient
results. These accomplishments not only signify significant progress but also open multiple new
research avenues.
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Current deep learning models are more accurate and widely applied, but they have
significant vulnerabilities [Su, Vargas, Sakurai IEEE Trans 2019] . Previous work by
Danilo Vargas identified a reduction in feature robustness in conventional deep
learning with low nonlinearity [Vargas, Su 2020] . To address this, learning based on
dynamical equations without optimization was pioneered by SyncMap paradigm [Vargas,
Asabuki AAAI21]

SyncMap, detailed in [Vargas, Asabuki AAAI21] , features:

(a) Open learning method: An unconventional system based on dynamical systems, not
optimization.

(b) High accuracy: Outperforms deep learning and other algorithms for most tasks

(c) High adaptability: Constantly updates through dynamic equations, handling changing
problems effectively.

Its high robustness and adaptation without lost in accuracy shall deserve increasing
research interest.
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Figure 1: New Paradigm based on Self-Organization
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This research pioneers a new foundation for artificial intelligence based on a new
learning paradigm called SyncMap.
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An overview of SyncMap is provided in Figure 2. It works by using attraction and repel
forces in dynamical systems to map temporal correlation to spatial correlation. In
other words, the resulting proximity of variables inside the map created by SyncMap
reflects how similar variables are

Three methods were developed to further improve the paradigm, detailed in the next
section.
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Figure 2: Overview of SyncMap
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Three distinct and successful methods were developed in this research, each addressing
different challenges and further improving SyncMap (Table 1).

Symmetrical Sigma

SyncMap SyncMap Magnum [P, Arxiv
[AAAI2021] [ZEEBETSR]  [Neurocomputing2023] 2023]
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Table 1 — Recent advances of SyncMap’s new Al paradigm

4.1 Symmetrical SyncMap

This method enhances the original SyncMap by creating stable dynamical equations and
attractor-repeller points, even for imbalanced continual general chunking problems
(CGCPs). It applies symmetrical activation with equal updates from negative and
positive feedback loops (Figure 3) and introduces a memory window for more positive
updates. By making the activations symmetric, it is easier for SyncMap to reach and
maintain a stability. Our algorithm surpasses or matches other unsupervised state—of-
the—art baselines across all 12 imbalanced CGCPs, including dynamically changing ones

We validated its real-world performance on several well-established structure learning
problems.
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Figure 3: Symmetrical SyncMap
4. 2 Magnum
Magnum achieves scalability through multiple self-organizing subsystems (Inertia-

SyncMap, which was introduced to avoid deadlock dynamics such as the one seeing in
Figure 4), each handling subsets of problem variables. By merging these Inertia-
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SyncMap alone deadlock dynamics

outperforms or ties with
other unsupervised algorithms in six out of seven basic chunking problems.

4.3 Sigma

Sigma employs an inertia-based system to learn precise variable correlations, resulting
in accurate hierarchies.

In summary, this research presented three innovative methods — Symmetrical SyncMap,
Magnum, and Sigma — each demonstrating robust performance across a range of structure
learning challenges and contributing to the advancement of a novel AI foundation based
on robust and adaptive systems.
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