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研究成果の概要（和文）：FY2022年度は、タイムスケール変換アルゴリズムを用いた話者匿名化手法を開発し
た。フェーズボーコーダ方式が音声特徴保持に有効で、プライバシーと明瞭度のバランス向上を実現した。ま
た、機械学習モデルで匿名化処理と性別認識の影響を解析した。成果は3件の国際学会で発表した。
FY2023年度は、(1) 話者匿名化の目標設定と音声攻撃への対応、(2) なりすまし攻撃検出の新手法開発、(3) 音
声知覚メカニズム解明による音声認識理解の研究を推進した。(3) の成果は「Journal of Applied Acoustics」
掲載した。タイ語話者向けスプーフィングデータベース開発も計画している。

研究成果の概要（英文）：In FY2022, we developed speaker anonymization methods using time-scale 
modification. The phase vocoder method is most effective for preserving voice characteristics. This 
method offered a better balance between privacy and speech intelligibility. Additionally, we 
analyzed the impact of anonymization on gender perception using a machine learning model. These 
findings were presented at three international conferences.
In FY2023, research focused on two areas: (1) addressing unclear goals in speaker anonymization and 
the variety of speech attacks. New methods for tackling spoofing in speaker verification systems 
were developed. These findings were presented at two conferences. (2) investigating human speech 
perception to understand how we perceive intelligibility. This research, published in the Journal of
 Applied Acoustics, lays the groundwork for detecting changes caused by speech synthesis. Finally, 
the project is expanding its scope to include developing a Thai language spoof database.

研究分野： speech security, voice privacy

キーワード： voice privacy　phase vocoder　speaker anonymization　speaker verification　spoof attacks　spe
ech intelligibility　auditory model
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令和

研究成果の学術的意義や社会的意義
Innovative techniques for speaker anonymization and spoofing detection open up new possibilities for
 voice privacy and security research. This research will greatly contributes to securing voice 
communication, strengthening authentication systems, and improving human-computer interaction.

※科研費による研究は、研究者の自覚と責任において実施するものです。そのため、研究の実施や研究成果の公表等に
ついては、国の要請等に基づくものではなく、その研究成果に関する見解や責任は、研究者個人に帰属します。
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１．研究開始当初の背景 

Within human expressions, speech is considered one of the most important and effective ways of 

communication because people naturally communicate via spoken language. Consequently, speech 

technology is preferable to assist work efficiency and standard of living. For instance, an automatic speech 

recognition system could produce well-written transcription, which is beneficial in improving work 

productivity and assisting people with speech or visual impairment. Besides, a voice assistant is no longer 

uncommon for helping with human tasks, such as road navigation, shopping, and playing music. 

As the English phrase "convenience comes with a price", the convenience of speech technology causes a 

critical issue related to security and privacy [1]. Speech data contains abundant information [2], including 

linguistic, paralinguistic, and non-linguistic information. Linguistic information is the information that can 

be explicitly represented as written text or implicitly inferred from the context. Paralinguistic information 

is the additional information apart from the linguistic information that the speaker intentionally adds. Non-

linguistic information is uncontrollable information that is not directly related to both linguistic and 

paralinguistic information, such as age, gender, and physical states. Once the speech is exposed to the public, 

private information encapsulated in the speech will also be exposed, causing privacy violations. Hence, 

research in securing speech communication is essential in human-computer interaction (HCI). 

２．研究の目的 

The ultimate goal of this study is to provide a solution to the privacy violation problems in HCI, especially 

in dealing with speech data. Speech is usually transmitted via a public switched telephone network (PSTN) 

or voice over Internet protocol (VoIP). This transmission channel is vulnerable to various interceptions or 

attacks. Consequently, speech security countermeasures are indispensable, which are addressed as the 

subject of research in this study. 

Speech security countermeasures involve the protection of voice privacy by speaker anonymization without 

degrading speech intelligibility and quality. The personal data encapsulated in voice data includes 

personality traits, emotions, skills, etc. This information is also part of social signals (informative or 

communicative signals provided through social interactions, emotions, behavior, and relationships [3]). 

Understanding social signals is essential for improving HCI. It helps the computer not only to accurately 

do its tasks (as most existing speech technology does) but also to better sense, understand, and respond 

intelligently and naturally to human emotional feedback. Accordingly, the social signals that are beneficial 

to HCI are maintained while anonymizing the speaker identity to protect voice privacy. 

３．研究の方法 

The purposes of this study are: (O1) to improve speech security in HCI and (O2) to investigate the social 

signals encapsulated in voice data. Initially, we address the methods for dealing with privacy violation 

issues in public speech communication channels using speaker anonymization (O1). The speech 

anonymization suppresses the speaker identity while maintaining other factors, such as quality and 

intelligibility, of the given input [1]. Generally, speech anonymization is comprised of speech analysis, 

feature modification, and synthesis processes. Input speech is analyzed prior to extraction of the acoustic 

features that perceptually related to personal data [2,4]. Subsequently, these acoustic features are modified 

for anonymization. Lastly, the speech synthesis by a generative model neural vocoder is performed to obtain 

the anonymized speech. 

Understanding the relationship between speech and social signals is crucial [5], especially for speech 

technology that assists human activities. Yet, the definition and annotation of these social signals were often 

obscure [3]. Hence, we investigate the social signals in voice data that are beneficial in enhancing HCI (O2). 

In contrast to other existing studies, the phenomena and characteristics of the human perceptual system [4] 

will be considered in this study. 

 
４．研究成果 

Our first year focused on improving speaker anonymization using time-scale modification (TSM) 

algorithms. We explored different TSM methods and found that the phase vocoder-based approach was 

most effective due to its ability to preserve the harmonic structure of human voices, crucial for maintaining 

naturalness. To evaluate our proposed methods, we employed standard objective metrics from the 

VoicePrivacy Challenge. The results demonstrated that our phase vocoder-based TSM (PV-TSM) method 

offered a superior balance between privacy and speech utility compared to baseline systems. This was 



 

 

particularly evident in anonymized enrollment and anonymized test scenarios (a-a) evaluated using an 

automatic speaker verification (ASV) system. Notably, our approach outperformed the x-vector-based 

speaker anonymization method, which suffers from limitations such as a complex training process, 

compromised privacy in a-a scenarios, and reduced speaker distinctiveness. The research findings were 

presented at the Voice Privacy Challenge 2022, held jointly with Interspeech 2022 [6]. 

We further investigated the impact of anonymization on gender perception using a gender classifier model 

trained on x-vector speaker embeddings. Objective evaluation confirmed that our proposed method 

effectively anonymized gender information. Additionally, compared to signal processing baselines, our 

methods achieved superior speaker anonymization (as measured by x-vectors in ASV evaluations) while 

maintaining good speech intelligibility. These results were presented at APSIPA 2022 conference [7]. 

Looking ahead, several key areas require further exploration. First, clearly defining the target level of 

speaker anonymization is crucial. Additionally, addressing the limitations of current anonymization 

methods against various attack models is critical for real-world applications. We aim to develop more robust 

and secure speaker anonymization techniques that can withstand potential attacks, thereby enabling broader 

and more secure deployments. Finally, ethical considerations and user privacy will remain paramount 

throughout the development process to ensure responsible anonymization practices. 

Our second year addressed two key challenges in spoof detection: defining the target level of anonymization 

and mitigating diverse speech attacks. While humans can often distinguish genuine from spoofed speech, 

machines struggle due to difficulties in separating speech content from vocal tract information. 

To tackle spoofing in speaker verification systems, we proposed novel methods utilizing linear frequency 

cepstral coefficients (LFCCs) and spectro-temporal modulation representations (STM). Evaluated on 

benchmark datasets from ASVspoof 2019 and ADD2023, our methods achieved impressive results with 

equal error rates (EER) of 8.33% and 42.10%, respectively. Notably, STM demonstrated strong 

performance in differentiating real and deepfake speech across both datasets. These findings were presented 

at APSIPA 2023 [8] and iSAI-NLP 2023 conferences [9]. 

In parallel, we explored human speech perception through an auditory periphery model. This research, 

published in the Journal of Applied Acoustics [10], lays the groundwork for future studies on detecting 

speech and speaker identity changes caused by speech synthesis. Recognizing the critical need for 

multilingual resources, we initiated the development of a Thai language spoof database (ThaiSpoof) [11]. 

This database encompasses genuine and various types of spoofed speech signals generated using text-to-

speech tools, synthesizers, and modification tools. To showcase the potential of ThaiSpoof, we implemented 

a simple convolutional neural network (CNN) model taking LFCCs as input. Trained and evaluated on 

ThaiSpoof, the model achieved an accuracy of 95% and an EER of 4.67%. These results demonstrate the 

value of ThaiSpoof as a resource for advancing spoof detection research. 

While our research has shown promising results with a strong focus on spoof detection methods, there are 

two key areas requiring further exploration for real-world application. First, integrating these methods with 

human-computer interaction (HCI) systems is crucial. This will involve investigating how to seamlessly 

incorporate spoof detection into user interfaces and ensure a smooth user experience while maintaining 

security. Second, we need to broaden the scope of voice privacy protection beyond gender anonymization.  

Future research should explore methods to protect other speaker-related features, such as age, ethnicity, or 

emotional state. This will require a deeper understanding of how these features are encoded in speech 

signals and how to anonymize them effectively without compromising intelligibility. By addressing these 

limitations, we can pave the way for robust and user-centric spoof detection solutions that safeguard user 

privacy in various HCI applications. 
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