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Fault tolerance has been recognized as an indispensable technique for exascale
computing as supercomputers grow towards billion-way of parallelism. For future exascale supercomputers,
we proposed advanced fault tolerant infrastructures. The advanced fault tolerant infrastructures include
a scalable checkpoint/restart library, a fault tolerant messaging interface and a highly resilient burst
buffer architecture. We validated the effectiveness based on mathematical statistics. We also released
the software and made impact to the community.
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