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An intellectual anti-malware scheme using advanced sequence analysis techniques
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Research and development on computational intelligence techniques based on
advanced sequence analysis are pursued in the aim of an analysis system that can detect polymorphic
malware programs with good accuracy and efficiency. The newly proposed edit distance kernel function and
spectrum kernel function make it possible to quantitatively evaluate the degree of similarity between
sequences. Incorporating these kernel functions to the state-of-the-art classifiers, such as the support
vector machine, renders the creation of a practical malware detection system possible. The proposed
methods are evaluated using a database comprised of obfuscated programs generated by 25 types of packers.
Their effectiveness and efficiency are illustrated by prediction accuracies over 99% and very quick
system response time.
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Recent research on malware analysis
indicates that the difficulties in fighting against
evolving polymorphic malware programs could
be addressed by modern Computational
Intelligence (CI) methods. The key to the success
of CI methods lies in the effective exploitation of
ordering information within binary codes (in

static analysis perspective) or runtime behaviors

(in dynamic analysis perspective) of the programs.

According to our feasibility studies, incorporating
sequence-alignment kernels to advanced learning
algorithms such as support vector machine (SVM)
may result in the-state-of-the-art performance in

many related tasks.

Despite of the significant performance

improvement obtained by using sequence-
alignment-kernel based classification algorithms,
our feasibility study also revealed the
computational intensive nature as well as the
difficulties to capture the information from
common substrings of adaptive length for these
kernels. This motivated the research on an
efficient substring kernel function that supports
fast similarity evaluation and dynamic substring

length adjustment.

2. MFEOBEK

In the aim of a practical solution to growing cyber
threats induced by the polymorphic malware, we
conducted research on incorporating advanced
sequence-alignment techniques in kernel-based
learning. This study comprises the following

elements.

(1) Design and implementation of an improved
n-gram kernel function that supports dynamic n
value, high computational efficiency, and other

advanced features such as adaptive weighting.

(2) Evaluations of proposed anti-malware scheme
base on the improved n-gram kernel function and

other available kernel functions.

(3) Extension of the proposed scheme to related
security problems such as spam email filtering

that are approachable using this scheme.

3. WD FHE

By implementing the maximal margin
principle, Support vector machine (SVM) has
demonstrated the-state-of-the-art generalization
performance on many real world applications. A
key feature that SVM has introduced is called the
kernel trick: With a so-called kernel function, i.e.,
a similarity function over pairs of data points in
raw representation, SVM implicitly maps the
inputs into a high-dimensional feature space and
performs linear classification therein. The kernel
trick enables the modularity of a learning task in
its dual form: on the one hand, there is no need to
change the underlying algorithm to accommodate
a particularly chosen kernel function; on the other
hand, other types of pattern analysis could also be
substituted while retaining the chosen kernel.
Typically, the pattern analysis component is of
general purpose and the kernel function shall

reflect the specific data type and domain

knowledge in the data domain under discussion.

The focus of our study is to define kernel
functions that could best measure the similarity of
pair of malware programs by exploiting the
sequential nature of the data and our domain
knowledge. We have performed the following
research under the scope of this study through

fiscal year (FY) 2012 to 2015.

(1) Literature survey on theories, algorithms, and

applications of substring/subsequences analysis,



kernel based learning methods, and multiple

kernel learning.

(2) Design and implementation of the Dynamic-
Length SubString (DLSS) kernel function to
ultra-fast

satisfy  the  requirements  for

classification on large-scale databases.

(3) Incorporation of the kernels in learning
models and formulation of a classification system
with model creation, parameter tuning, prediction,

and performance evaluation functionalities.

(4) Study on malware analysis from static analysis
aspect. The DLSS kernel and other kernels are
applied to identify the encoding packers, where a
binary-code segment storing the packer
information will be the input to the classification

system.

(5) Application of the proposed scheme to spam
email analysis. Study has been performed on the
spam email database, where double bounce emails
sent to an email server are gathered. Analysis
covered two-class classification, i.e., dividing the
email corpse into malicious spams and unhalmful
spams, and other exploratory analysis using

methods such as kernel-based clustering.

4. WHFERRE

(1) Algorithm of DLSS and its application to

malware packer identification

Packers are software wrappers that put around
pieces of software to compress and/or encrypt
their contents. Malware authors today tend to take
advantage of easily acquirable packers to
transform their malware programs to evade
detection from signature-based anti-virus (AV)
scanners. As the most popular obfuscation

technique, packing facilitates the composition of

new undetectable malware variants by recursively

applying a handful of packers to a malware
program. This has resulted in an exponential
increase in the diversity of malware programs and
therefore significantly degrades the detection rate

of signature-based AV scanners.

A common way to cope with the packer problem
is to extract the original code from the packed
program using an appropriate unpacker prior to
further analysis. To this end, numerous unpackers
have been devised based on reverse engineering
the particular packers. Generally, unpacking is
done by monitoring the execution process of the
program and capturing the memory snapshot at a
right timing. As an unguided unpacking attempt
will expose the system to potential malware
damage, the unpacking operation has to be
performed in an isolated sandbox environment
that supports critical system resource isolation
and prompt system recovery. Given the large pool
of available unpackers and the hardships in
manipulating their proprietary graphical user
interfaces (GUIs), directly testing a malware
database of thousands of specimens against all
available unpackers will entail significant
engineering and computing efforts. To reduce the
cost of unnecessary unpacking operations, packer
identification — an intermediate step to diagnose
the packer that created the given program without

physically executing the program — is suggested

in recent studies.

In our work (journal paper (3, conference paper
@), an SVM based on Levenshtein-distance
kernel (LDSVM) was first introduced for packer
identification. In LDSVM, the most
packer-relevant parts, i.e., the entry point
containing sections of packed programs are taken
as the input to the classifier. During training, a

radio basis function (RBF) induced by the

Levenshtein distance upon the code segments is



employed as the proximity metric to evaluate the
similarity between packers. Then an SVM
classifier is built upon the training dataset and
evaluated on testing malware specimens. LDSVM
is proven to be a promising scheme to bring
together the advantage of signature-based and
machine learning based approaches, duly
supported by its preferable performance in

empirical studies.

In another recent work (conference paper (®), we
proposed to use a kernel function that supports
dynamic-length substring (termed p-spectrum
kernel in the paper) to replace the LD kernel, and
thus the high computing cost of LDSVM can be
alleviated. The advantages of adopting a spectrum
kernel instead of the LD kernel include: First, it
helps to save computation cost in training and
testing, leading in improved scalability and
usability. The time complexity in training an
SVM with spectrum kernel of order p is
O (NL logL + NL), compared with O (L2N3)
for LDSVM. Here, N is the number of samples in
the training dataset, and L the length of the input
code segments. The time complexity for
prediction will be O (L logL), which is a
reasonable cost for real-time responding end-user
clients. Second, it enables the exploration of
signatures that are located apart from the starting
point of the entry point containing section, and
therefore could cope with packers with more
complicated nature. Finally, treatment of the
unique p-spectrum as independent features
enables the application of advanced feature
selection methods, which can not only enhance
the accuracy of the system but also provide

valuable hints to discover the most representative

signatures of the malware.

Since performance of the algorithms usually

depends heavily on the parameters, we use

10-fold cross validation to tune the parameters of
the compared algorithms. As an example of the
parameter tuning process, Figure 1 shows how the
length parameter L is determined for p-spectrum
SVM (pSSVM). The dark solid line shows the
overall prediction accuracy averaged from the
top-10 parameter settings for each L parameter.
And the green dashed line shows the averaged
training time for the building the model using the
same setting. It is easy to observe the increment in
accuracy as L increase from 40 to 320.
Meanwhile, the training time keeps increasing as
L increases to 280, and decreases to some extent
for L = 320. These results suggest that 320 is the
most appropriate length value: it yields the best
generalization performance on a wide range of
parameter combinations with a reasonable

computing cost: training performed on 3,228

samples with 26 classes takes about 2 seconds.
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Figure 1. Tuning parameter L using 10-fold cross
validation. L is selected from {40, 80, 120, 160,
200, 240, 280, 320}.

In Table I, we compare the overall classification
accuracy using the best results returned by 10-fold
cross validation. When LD is applied as the
similarity metric, kNN yields an overall accuracy
of 98.64%. Due to the simple decision rule for
kNN, we can attribute the improvement to LD for
the most essential

being able to capture



discriminating information for different packers.
By virtue of the good generalization ability of
SVM, it is not surprising that the accuracy is

further improved to 99.35% using LDSVM.

When the p-spectrum kernel is applied to the
learning, we got an overall accuracy of 99.19%,
which is  comparable with LDSVM'’s
generalization performance. And it shows a 7.5%
percent improvement in overall accuracy as
compared to SUNKNN - a conventional method
— over performing the rest of evaluated methods.
This indicates that the discriminant information
captured by the p-spectrum kernel is as much as
LD. While retaining the accuracy at the same
level as LDSVM, it substantially reduces the
computational cost to a few seconds, speeding up

the training of LDSVM by three orders of

magnitude.

Table I. Cross validation results based on
parameter tuning

theft, phishing attacks, etc. We call such spams
malicious spam emails (MSEs) which need to be
differentiated from less harmful ones that are

merely for advertising purpose.

In our recent work (journal paper @), conference
paper O® @), we present a study on online
MSE detection using SVM with string kernel
functions. Comparison study is performed on
popular classification algorithms using
generalization performance measures including
accuracy, precision, recall, and Fl-score. The
results summarized in Table II show that the
SVM with a string kernel has a better overall
performance and the detection system has a good
performance (with an overall accuracy above

95%) in detecting malicious spam emails.

Table II. Performance comparison between
classifiers on malicious spam detection

CLASSFIER | ACC | PRE | REC | g
(%) (%) (%)

CLASSFIER ACC.(%) TRAIN. TIME(S) Decision Tree 93.0 86.6 90.11 0.864
SUNKNN 9142 _ Naive Bayesian | 94.5 89.5 91.0 0.889
SUNSVM 9393 30 String SVM 95.3 90.9 95.7 0.925
LDKNN 98 .54 _ kNN 89.3 84.3 81.9 0.811
LDSVM 99.35 2136.7
pSSVM 99.19 19
PEiD (normal) | 69.81 - 5. EleFERRIE
PEiD (deep) 63.5 - o ~
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PEiD (hardcore) | 63.5 _ CHessim ) (R e

(2) Extended application to spam email analysis

E-mail is an important and efficient means to
communicate in today’s digital life. However,
because of their convenience, spammers
frequently abuse emails for commercial, political,
and other purposes. Recent spam emails tend to
be sent by various malware (e.g., bots, worms).
Such kinds of spam emails contain URLs which
links to webservers for purpose of diverse cyber

attacks, e.g. malware infection, user information
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