Q)]
2013 2016

Story Teller System

Construction of story teller system by human voice production simulator
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Aiming to realize an expressive speech synthesis system, we build a story
teller system. In other words, it is a project to realize a computer that plays various roles with
their appropriate voice qualities. In existing methods such as HMM speech synthesis, since speech
dependent on large-scale speech database to be learned is synthesized, large-scale databases are
required to synthesize speech with various speech styles and individualities, in playing various
roles. In order to overcome this, we devise a model for human speech production (voice production
simulator) that faithfully reflects human speech production mechanism. Elucidating the human speech
production method which can selectively use various voice qualities, we try to apply it to the
synthesis of individual voice by implementing it into the model.
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