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Construction of stochastic volatility model based on realized volatility
distribution and its application

Takaishi, Tetsuya
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We investigated properties of the realized volatility calculated with various
sampling times. The hybrid Monte Carlo algorithm that infers the realized stochastic volatility model was
developed. Since the hybrid Monte Carlo algorithm can be parallelized we made a program that executes the
GPU calculation. We find that the GPU calculation is faster than the CPU calculation on a personal
computer. We also use the OpenACC that enables us to make a GPU program easily, and find that the
computational speed of the OpenACC is comparable with that of the CUDA.
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