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A sign language consists of manual signals and non-manual signals. Manual signals
convey the meaning of the word by three elements, e.g. the shapes, the movements and the positions of the
gands: Non-manual signals such as facial expressions, head tilting etc. work to add grammatical

unctions.
We carried out recognition experiments for manual signals using database recorded by 2 persons, 223
words, twice. The results have shown that the recognition accuracies for 24 hand shapes, 8 positions, 40
movements, are 28.5%, 78.3%, 60.0% respectively. The word recognition accuracy rate was 33.8% using
combination of weighted scores of each element. The recognition accuracy rate for top 10 was 79.7%. The
recognition experiment of non-manual signals for 3 different motions of head tilting was performed. In
the experiments 66 sentences were used for training the Hidden Markov Models of the motions. The
recognition rate was 79% for 125 test sentences.
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