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Study on the learning of formal languages consisting of natural language
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In recent years, approaches genericallly called ~“distirbutional learning""
towards learning mildly context-sensitive languages have been making many positive results. Our
project developped the theory of ~“distributional learning"" further and tackled learning even more
complex grammar formalisms. We gave a uniform view on those existing learning algorithms for mildly
context-sensitive Iangua?es and derived a general condition with which a grammar formalism shall be
distributionally learnable. We targeted grammar formalisms more complex than mildly
context-sensitive grammars, including conjunctive grammars, which may define the intersection of
languages, and non-linear lambda grammars, which have copying production rules. Furthermore, we have
succeeded in weakening the two representative conditions that make grammars distributionally

learnable and showed that even richer classes of languages than those used to be defined are
distributionally learnable.



@) [

(b) [ ]

@

@

(b)

@ @®

(1) Conjunctive grammars

Conjunctive grammars



conjunective grammar

[°D

@

[10D
®

(1))

*

3D
®

Finite kernel property (FCP)
Finite context property (FKP)

FKP FKP FCP
FCP

FKP
FCP

4D

4
[1] Seishi Ouchi, Tomohiko Okayama,
Keisuke Otaki, Ryo Yoshinaka, Akihiro
Yamamoto: Learning concepts and their
unions from positive data with refinement
operators. Ann. Math. Artif. Intell. ( )
79(1-3): 181-203 (2017)

DOI: 10.1007/s10472-015-9458-6

[2] Shuhei Denzumi, Ryo Yoshinaka,
Hiroki  Arimura, Shin-ichi  Minato:
Sequence binary decision diagram:
Minimization, relationship to acyclic
automata, and complexities of Boolean set
operations. Discrete Applied Mathematics
( ) 212: 61-80 (2016)

DOI: 10.1016/j.dam.2014.11.022

[3] Alexander Clark, Makoto Kanazawa,
Gregory M. Kobele, Ryo Yoshinaka:
Distributional Learning of Some Nonlinear
Tree Grammars. Fundam. Inform. ( )
146(4): 339-377 (2016)

DOI: 10.3233/F1-2016-1391

[4] Chihiro Shibata, Ryo Yoshinaka:
Probabilistic learnability of context-free
grammars with basic distributional
properties from positive examples. Theor.
Comput. Sci. ( ) 620: 46-72 (2016)
DOI: 10.1016/j.tcs.2015.10.037

10

[1] Yuki lgarashi, Diptarama, Ryo
Yoshinaka, Ayumi Shinohara: New
Variants of Pattern Matching with
Constants and Variables. SOFSEM 2018

( ): 611-623

[2] Davaajav Jargalsaikhan, Diptarama,
Yohei Ueki, Ryo Yoshinaka, Ayumi
Shinohara: Duel and Sweep Algorithm for
Order-Preserving Pattern Matching.
SOFSEM 2018 ( ): 624-635

[3] Hayato Mizumoto, Shota Todoroki,
Diptarama, Ryo Yoshinaka, Ayumi
Shinohara: An efficient query learning
algorithm for zero-suppressed binary
decision diagrams. ALT2017 ( ):
360-371




[4] Makoto Kanazawa, Ryo Yoshinaka: The
Strong, Weak, and Very Weak Finite
Context and Kernel Properties. LATA 2017
( ): 77-88

[5] Yohei Ueki, Diptarama, Masatoshi
Kurihara, Yoshiaki Matsuoka, Kazuyuki
Narisawa, Ryo Yoshinaka, Hideo Bannai,
Shunsuke Inenaga, Ayumi Shinohara:
Longest Common Subsequence in at Least
k Length Order-lIsomorphic Substrings.
SOFSEM2017 ( ): 363-374

[6] Diptarama, Ryo Yoshinaka, Ayumi
Shinohara: AC-Automaton Update
Algorithm for Semi-dynamic Dictionary
Matching. SPIRE 2016 ( ): 110-121

[7] Diptarama, Ryo Yoshinaka, Ayumi
Shinohara: Fast Full Permuted Pattern
Matching Algorithms on Multi-track
Strings. Stringology 2016 ( ): 7-21

[8] Makoto Kanazawa, Ryo Yoshinaka:
Distributional Learning and
Context/Substructure Enumerability in
Nonlinear Tree Grammars. FG 2015 (

): 94-111

[9] Ryo Yoshinaka: Learning Conjunctive
Grammars and Contextual Binary Feature
Grammars. LATA 2015 ( ): 623-635

[10] Ryo Yoshinaka: General Perspective
on Distributionally Learnable Classes.
MOL 2015 ( ): 87-98

o

@

®

*

YOSHINAKA, Ryo

80466424

KANAZAWA, Makoto

20261886



