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A Practical Japanese Short-answer Scoring System for Writing Test
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We have developed an automated Japanese short-answer scoring and support
machine for new National Center Test written exams. Our approach is based on the fact that
recognizing textual entailments and/or synonymy has been almost impossible for scoring systems for
several years. The system generates automated scores on the basis of evaluation criteria or rubrics,

and human raters revise the scores. The system determines semantic similarity between the model
answers and the actual written answers as well as a certain degree of semantic identity and
implication. Owing to the need for the scoring results to be classified at multiple levels, we use
random forests to effectively utilize many predictors rather than use support vector machines. An
experimental prototype operates as a web system on a Linux computer.
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