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On a study of Markov decision processes with unknown transition matrices
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In this study, we consider the optimization problem of sequential decision
processes with unknown transition probabilities. In this model with uncertainty, we formulate an
optimization model with interval estimated transition probabilities from the information of
observing the states of system. We derived the properties of optimal policies that are based on the
representation of interval valued optimization criteria. We also consider Bayesian learning problems

as the partially observed optimization problems with uncertain circumstances. In these models, we
also deduced the optimization methods for optimal stopping problem and quality control problem in
piecewise deterministic processes.
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