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We have analyzed fundamental properties of information theory. In
particular, we have considered mixed sources and mixed channels, and derived the fundamental limits
on the reliable communication. The situation where we know the class of probabilistic model but we
do not know its parameter, can be formulated by the mixed probabilistic models. Hence, our approach
is meaningful from the view point of the practical situation.

We have determined the optimal first- and second-order achievable rates or rate regions in several
problems.
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