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Accurate speech recognition system with deep neural network introducing human
auditory characteristic in real environments
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DNN (Deep Neural Network)

Currently, deep learning has been introduced into speech recognition
technology and the speech recognition technology is gradually being used practically, but speech
recognition performance is still not sufficient in noisy environments or for distant-talking. The
purpose of this research is to improve speech recognition accuracy by combining DNN (Deep Neural
Network) acoustic model with human auditory characteristics.

In this research, we proposed a method to automatically learn feature extraction filterbanks at the
bottom of DNN acoustic model by using deep learning considering human auditory characteristics. By
using this method, improvement of speech recognition accuracy was obtained for speaker-independent
speech recognition. In addition, the proposed method improved speaker-adapted speech recognition
accuracy even under the condition that the amount of adaptation data is small. The results showed
the effectiveness of the proposed method.
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