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The purpose is to promote research from a unified viewpoint of optimization
of non-convex loss functions for problems of statistical learning such as robust estimation and
sparse modeling. We constructed a practically efficient learning algorithm and built the
mathematical foundation of non-convex learning. In particular, for robust support vector machines
with a non-convex loss function, we mathematically analyzed the properties of the local optimal
solutions. Useful mathematical concepts such as breakdown point have been applied to analyze the
properties of learning algorithms with non-convex functions for classification tasks. As a result,
it was clarified that even a local optimal solution theoretically achieves high prediction accuracy
even under strong contamination Furthermore, we proposed a statistical analysis method for discrete
data, and showed that the non-convex optimization can be efficiently calculated by replacing it with

local calculation.
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