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Study on vulnerability finding methods for in-vehicle systems
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This research focuses on establishing verification methods for in-vehicle
systems. Especially, we researched methods to inspect security vulnerabilities of Electronic Control
Units (ECUs) where installed in in-vehicle systems. This research is divided into two sub-themes:
(1) finding vulnerabilities methods for in-vehicle networks, and (2) attack and evaluation methods
for in-vehicle networks. According to our experimental results, our proposed methods are effective
in real automobiles. Then, we studied and proposed more effective evaluation methods for in-vehicle

systems which includes fuzzing and penetration tests.
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TABLE [ Evaluation Item Results(times or hours)
SECURITY ACCESS SERVICE EVALUATION RESULTS IN REAL VEHICLES
Average attempt 28,412,000
Evaluation Items CarA | CarB | CarC 5
Average time required 47.3 hours
1. Number of evaluation CAN IDs 21 41 2 o 3 :
Minimum time required 0.5 hours
2. Number of evaluated session types 66 55 79 B # 2
Maximum time required 108.8 hours
3. Total number of security access service 75(19) | 26(16) | 31(17)
(4-1) 1 or 2 bytes 10 32 1
4. Seed length ( or 2 bytes 1t} (2) 0]
(4-2) 3 or 4 bytes 53(18) | 8(5) | 12(7) e
acking
ay: va Diagnost
5. Regular (5-1) Always same value am | 3 | s iC%ﬂu\ e Target
pattern in seed (5-2) Same value in multiple times || 20(14) | 1(1) 77 (Linux) ECU
(5-3) Always difference 9 | 865) | 00
[‘oBD-11 | [
In this table, the number indicates the number of services. Then, "()” indicates the number of CAN-IDs.
o CAN Bus port CAN Bus

(in-vehicle)
Fig. 8. Man-in-the-middle attack environment

1. 3 2. Brute Force attack
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4.

Hardware In the

Our proposed approach

+ We propose a new model-based security testing frameworks integrating HILs
and model checking technologies to elimi the i ible attack scenario
+ We divide the two steps in our proposed framework:

« 1) Generating feasible attack scenarios from model checking tools
« 2) Testing the target software on the simulations with only using critical

attack scenarios
‘Attack Testing Framework
Control Model —j—»| System behavior Timing The security tests
specification model builder analysis on the virtual
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Security
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' simulation
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<t Teasible attack scenarios 2) Test on simulations witl 11

critical attack scenarios
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6.

Implementation of Proof of Concept (PoC)

* To demonstrate how building fuzz testing into the functional testing workflow
can be implemented, we have built a proof-of-concept (PoC) that utilizes a

functional test environment based on a HIL system.

« (1) Afuzzing tool is used to send fuzzed messages to a target system

+ (2) The HIL system measures and compares signals from both the target
system and the reference system to detect exceptions.

(Tt ceference sysem)  (The et soem)

Fig. Proof of Concept

Fig. Real implementation
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