(®)
2016 2018

Analysis of learner®s potential factors based on Case-based and development of
individualized education support system
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In Japan, it is hard for a teacher to take control of the understanding
level of students and conduct personal instructing because a teacher is in charge of many students.
Then, in order to respond to the wide variety of needs for education, it is necessary for teachers
to get grasp student™s understanding level in real time and provide individual instruction.

As a solving the problem, a reasoning system which can predict the understanding level of students
with their reaction paper was proposed in this study. We analyzed some elements that are strongly
related to understanding level using statistical method or machine learning algorithm from student
s writing quantified by text-mining method and tried to extrapolate their understanding level. As a
result, their final exam score had stronger correlation with the content of their reaction paper
than their subjective understanding level or quiz score.
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SD SD
1 4.17 (0.88) 2.67 (1.33)
2 4.34 (0.65) 2.52 (1.39)
3 3.90 (0.99) 2.33 (1.45)
4 4.15 (0.78) 4.29 (0.90)
5 4.44 (0.74) 3.84 (1.19)
6 3.48 (1.14) 3.40 (1.14)
712 3.54 (0.97) 1.77 (1.23)
10 4.00 (0.92) 2.22 (1.43)
11 3.71 (0.87) 1.86 (1.31)
12 3.56 (1.09) 1.69 (1.19)
13 3.34 (1.03) 1.57 (1.13)
14 3.04 (1.05) 1.65 (1.19)
15 3.45 (1.10) 2.05 (1.43)
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SD
3.79 58 1 - -
2.48 T2 49 *xx 1 -
78.75 12.55 .49 *** .13 1
57.15 20.35 A7 -.14 21
*p<.05, **p<.01, ***p<.001
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0.076 0.223 -0.096
0.314 * 0.090 0.432 ***
-0.062 -0.191 0.004
-0.367 -0.319* -0.466 ***
0.030 0.150 0.116
0.272* 0.091 0.431 ***
0.210 0.111 0.192
* p<_05, * % p<_01’ *kk p<001
B =0.422, p<.001 B
=0.570, p<.001 AIC
0.211 p<.001
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Forest 53.3%
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Naive Bayes 42.9%
Generalized Linear Model 30.8%
Logistic Regression 30.8%
Deep Learning 40.0%
Decision Tree 40.0%
Random Forest 53.3%
Gradient Boosted Trees 30.8%
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