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This research develoES A)the strategies of reducing the computational cost
of Bayesian methods by quasi-posteriors; B)the efficient predictive densities for sparse count data.
In Research A, theoretical properties of quasi-posteriors (posteriors based on handy or
mis-specified likelihoods) such as information losses or performance in uncertainty quantification
are studied under high dimensional settings. This research shows a possibility of constructing
predictive densities with both low computational costs and high performance by leveraging
guasi-posteriors.

In Research B, efficient predictive densities for sparse count data are constructed. This research
shows compatibility of high performance and low computational cost in constructing predictive
densities under high dimensional settings by focusing on sparsity or quasi-sparsity of data.
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