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Efficient learning algorithm utilizing internal fluctuation of the brain
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Analyzing simultaneous recordings of a large population of neurons in CAl of

awake animals before, during, and after acquisitions of episodic memories, we revealed various
features of neural activities that presumably characterize engram neurons. We also succeeded in
developing a biologically plausible learning algorithm of neural networks that utilizing stochastic
behaviors of neurons and synapses in the cortical circuit. We found that the learning algorithm
consistently accounts for various experimental findings of the brain, solves many known limitations
of existing learning rules of neural networks, and provides the most efficient neural coding
recently discovered in rodent cortical networks. Our results suggest that synapses and neurons in
the cortex cooperatively implement the most efficient learning or stochastic computation.
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