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Deep learning currently plays a central role in machine learning and has
shown high performance in many tasks. On the other hand, theoretical understanding of its principles
has not progressed. Indeed, at the beginning of this research project, it was almost a black box.
In order to change this situation, we have obtained the following research results on the principles

of deep learning. (1) Compression based generalization error analysis of deep learning from the
kernel method perspective, (2) Proposing a new method to obtain the optimal model structure based on
statistical degrees of freedom and its application to model compression, (3) Proposal of new
stochastic optimization methods, and (4) Theoretical proof of the superiority of deep learning over
the kernel method and other classical methods. Through these studies, we have obtained many insights
into the question of why deep learning is better than other methods.
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