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Automatically deriving partial differential equations (PDEs) from big data
is a powerful means of obtaining new scientific insights. In this study, a neural network (NN) was
used to construct a PDE model and perform PDE derivation for the KdV equation. NNs can automatically

learn patterns from big data and make predictions. However, NNs are prone to overfitting, so
regularized regression analysis was used to select the appropriate partial differential terms.
Furthermore, the optimal NN structure was explored by visualizing the error when changing the number
of layers and neurons. It was suggested that understanding the difference between the solutions
predicted by the NN model and the exact solution is important
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