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Tracing and extracting the internal representations of deep learning models
is one of the approaches towards enhancing explainablity of Al. In this research, we analyzed deep
learning models such as RNNs and Transformers, which were trained from various datasets, from the
perspective of syntactic structures. Particularly, we used formal language models to explore what
syntactic features can be learned and how these are represented within internal vectors.
Additionally, to clarify underlying issues related to internal representations in advance, we
employed adversarial datasets. Adversarial datasets contain syntactic errors but only minor
differences. We verified whether deep learning models truly acquire the ability to discern syntactic

correctness.
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