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This project has been aimed at obtaining a deeper mathematical understanding

and practical numerical solutions to variable selection and parameter estimation problems by
extending the techniques of sparse modelling (SpM) and statistical mechanical informatics. As a
result, a number of results (16 peer-reviewed papers, including several high impact journals, and
three approximation algorithm packages published on Github) have been obtained. In particular,
ingenious results include the development and related theoretical analysis of approximation
algorithms that perform cross-validation methods with low computational complexity, theoretical
analysis of inverse Ising problems related to structural learning, and an approximation algorithm
for variable selection using the bootstrap method and its theoretical analysis.
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